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Research Interests
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Thanks to:

• Entity-centric Information Access (2005-now)
• Structured/Unstruct data (SIGIR 12), TRank (ISWC 13, WSemJ 16)
• Entity Extraction (WWW 14), Gender Bias (SIGIR 18), Entity Cards (SIGIR 19)
• IR Evaluation (IRJ 2015, ECIR 16 Best Paper, CIKM 17, SIGIR 18, CIKM 19)

• Human-in-the-loop Information Systems (2012-now)
• Entity Linking (WWW 12, VLDBJ), CrowdQ (CIDR 13)
• Remove noise (WWW 19)
• Huml systems overview (COMNET 15, FnT 17)

• Better Crowdsourcing Platforms (2013-now)
• Platform Dynamics (WWW 15), Wikidata (CSCWJ 18, ISWC 19)
• Pick-a-Crowd (WWW 13), Scheduling Tasks (WWW 16)
• Agreement (ICTIR 17, HCOMP 17), Pricing Tasks (HCOMP 14)

• Human Factors in Crowdsourcing (2015-now)
• Malicious Workers (CHI 15), Attack Schemes (HCOMP 18 Best Paper)
• Modus Operandi (UBICOMP 17), Power Workers (WSDM 20), Mood (HT 19)
• Time (HCOMP 16), Complexity (HCOMP 16), Abandonment (WSDM 19)



Data Quality in Knowledge Graphs (KGs)

• Correctness 
• Values in the KG are correct

• Completeness
• Schema level

• All classes are present
• Instance level

• All instances for a class

• Inconsistencies (Bias)
• Difference possible values for an attribute

• KGs for Biomedical Applications
• Extraction of scientific concepts from scientific literature
• Health Cards for Consumer Health Search
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Correctness - Human-in-the-loop Data Curation
• Noise detection in training data
• Deep learning (detection) + Crowdsourcing (fix) + Label propagation (save cost)

Jie Yang, Alisa Smirnova, Dingqi Yang, Gianluca Demartini, Yuan Lu, and Philippe Cudré-Mauroux. Scalpel-CD: 
Leveraging Crowdsourcing and Deep Probabilistic Modeling for Debugging Noisy Training Data. In: The Web 
Conference (WWW 2019). San Francisco, CA, USA, May 2019.
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KG Class Completeness

• Estimating the cardinality of a class in a KG that evolves over time
• Knowing the cardinality allows to estimate the completeness level (e.g., 80%)

Michael Luggen, Djellel Difallah, Cristina Sarasua, Gianluca Demartini, and Philippe Cudré-Mauroux. Non-Parametric Class 
Completeness Estimators for Collaborative Knowledge Graphs. In: The International Semantic Web Conference (ISWC 2019 -
Research Track). Auckland, New Zealand, October 2019.
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KG Evolution

• Wikidata graph and edit history as of Oct 2018
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Class Completeness - Edits over Time
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Estimators

• N1-UNIF
• The ratio of the number of instances that 

have been observed so far
• If frequency counts are unbalanced it will 

over/under-estimate
• Chao92 

• Capture/recapture with the concept of 
sample coverage

• a high number of singletons might result in 
significant overestimation

• Jack1 (leave-one-out)
• n−1 sample periods by removing one sample 

period from the data at a time
• SOR 

• limit the issue of unpopular entities in N1-
UNIF by identifying outliers
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Complete and Incomplete Classes in Wikidata

More about this paper at ISWC 2019 on Tue 29 Oct at 15:20 in Session 5D 
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KG Editing Behaviors
• Wikidata editors
• few editors with many edits and vice versa 
• few items are edited by many editors and v.v.

• Editor lifespan and contributions
• Power editors
• Normal editors

• Edit Sessions, type of edits
• In Wikidata we find shorter times between edits 

than in Wikipedia. 
Cristina Sarasua, Alessandro Checco, Gianluca Demartini, Djellel Difallah, 
Michael Feldman, and Lydia Pintscher. The Evolution of Power and 
Standard Wikidata Editors: Comparing Editing Behavior over Time 
to Predict Lifespan and Volume of Edits. In: Computer Supported 
Cooperative Work (CSCW) Special Issue on Crowd Dynamics: Conflicts, 
Contradictions, and Cooperation Issues in Crowdsourcing, Springer, 2018.
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KG Editing Behaviors

• Power editors tend to increase the 
diversity of the types of edits 
• Editors with long lifespan have a 

constant contribution over months and 
tend to increase the diversity of type of 
their edits
• It is possible to automatically predict 

the future volume of edits and lifespan 
duration of an editor based on the 
available edit history 

Most contributors 
disappear quickly, like in 
any crowdsourcing 
project!
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Lessons learned - Bias in KG 

• Depending on the contributors, the information stored in KG may differ
• Important to keep track of information provenance 
• Wikidata has references for facts 
• It lacks meta-information about how this was identified as a source 

• We propose to incorporate provenance metadata about
• contributors’ implicit bias 
• source of evidence

• Reification (statements about statements)
• Slow, but stores like TripleProv can do it efficiently
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Gianluca Demartini. Implicit Bias in Crowdsourced Knowledge Graphs. In: The third international workshop on Augmenting 
Intelligence with Bias-Aware Humans-in-the-Loop co-located with The Web Conference (WWW 2019). San Francisco, CA, USA, May 
2019.



Alternative statements in Knowledge Graphs
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Alternative statements in SERPs
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KGs for Biomedical 
Applications



Extracting Scientific Concepts from Literature

• search engine
• web search engine
• navigational query
• user intent
• information need
• web content
• …

Entity type: scientific concept
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Roman Prokofyev, Gianluca Demartini, and Philippe Cudré-Mauroux. Effective Named Entity 
Recognition for Idiosyncratic Web Collections. In: 23rd International Conference on World 
Wide Web (WWW 2014), Research Track. Seoul, South Korea, April 2014.



Traditional NER

Types:
• Maximum Entropy (Mallet, NLTK)
• Conditional Random Fields (Stanford NER, Mallet)

Properties:
• Require extensive training
• Usually domain-specific, different collections require training on the 

same domain
• Very good at detecting such types as Location, Person, Organization
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Proposed Approach

Our problem is defined as a classification task.

Two-step classification:
• Extract candidate named entities using n-gram frequency.
• Classify candidate named entities using supervised classifier.

Candidate selection should allow us to greatly reduce the number of n-
grams to classify, possibly without significant loss in Recall.
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Pipeline
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Candidate Selection: Discussion
Possible to extract n-grams (n>2) with frequency ≤k

N-gram frequency in document
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Classifier: Overview

Machine Learning algorithm:
Decision Trees from scikit-learn package.

Feature types:
• POS Tags and their derivatives
• External Knowledge graphs (DBLP, DBPedia)
• DBPedia relation graph
• Syntactic features
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Features: External Knowledge Graphs
Domain-specific knowledge graphs:

• DBLP (Computer Science): contains author-assigned 
keywords to the papers
• ScienceWISE: high-quality scientific concepts (mostly 

for Physics domain) http://sciencewise.info

We perform exact string matching with these KGs.
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http://sciencewise.info/


Features: Knowledge Graph
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Experiments: Feature Importance
Importance

NN STARTS 0.3091

DBLP 0.1442

Components + DBLP 0.1125

Components 0.0789

VB ENDS 0.0386

NN ENDS 0.0380

JJ STARTS 0.0364

Importance

ScienceWISE 0.2870

Component + 
ScienceWISE

0.1948

Wikipedia redirect 0.1104

Components 0.1093

Wikilinks 0.0439

Participation count 0.0370

CS Collection, 7 features Physics Collection, 6 features
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Lessons Learned

• Classic NER approaches are not good enough for scientific literature

• Leveraging the graph of scientific concepts is a key feature

• Domain specific KGs and POS patterns work well

• Experimental results show up to 85% accuracy over different scientific 
document collections
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Health Cards for Consumer Health Search

• A common practice where people search for health advice online. 
• 59% of U.S. adults has searched online for health information (Fox & Duggan, 

2013)

• Search results strongly bias people’s health decisions (Pogacar, 2017)
• People struggle to understand health search results (Alpay, 2009). 
• 59% of self-diagnosers decided NOT to confirm their condition with a 

health professional (Fox & Duggan, 2013). 

Jimmy, Guido Zuccon, Bevan Koopman, and Gianluca Demartini. Health Cards for Consumer Health Search. In: The 42nd 
International ACM SIGIR Conference on Research and Development in Information Retrieval (SIGIR 2019). Paris, France, July 2019.26



KGs for Health Cards in SERP

• Health cards have been used by commercial 
search engines to present coherent, easy to 
understand and trustworthy health information.
• The appearance of a health card is triggered by a 

set of queries related to a specific health 
condition. 
• Powered by a manually curated background KG
• Our study investigated the benefits of health 

cards for broader search tasks than only to know 
more about a health condition. 
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User Study – in lab

• 48 Participants x 8 health search tasks= 384 Data Points. 
• Participants worked on web search tasks using 2 types of UI: 
• With health cards
• Without health cards
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Results - Eye-tracking

• Participants spent 55.40% of their time to observe the health cards 
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Other Observations

• Participants completed the search tasks faster and more accurately 
when they selected information from health cards 
• Overall, presenting health cards reduced the effort spent and 

improved the user’s satisfaction. 
• Health cards helped the less knowledgeable to perform as effective 

as the knowledgeable (in term of correctness). 
• Health cards were significantly beneficial for well-defined health 

search tasks (Factual). 
• In contrast, health cards provided no significant benefits for 

“exploratory” health search tasks (Intellectual). 
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Conclusions

• Data quality in KG
• Removing noise (deep learning + crowdsourcing)

• Wikidata
• Class completeness estimation
• Editor behaviors / predicting lifespan of editors / editor bias in the KG

• Applications of KG
• Entity extraction in scientific documents
• Health Cards in SERP to support Consumer Health Search tasks
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