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How is gender represented in Wikipedia articles?

Using an automatic gender classifier based exclusively on the persons’ name

subclass size female male undefined

Coach 9975 4.21% 1443 %
Academic 9934 33.28 % 11.20 %
Artist 9907 20.31 % 16.35 %
Scientist 9880 17.14 % 7.74%
MilitaryPerson 9816 2.04 % 10.10 %
Writer 9723 27.61 % 11.46 %
Politician 9578 15.88 % 1513 %

Royalty 8841 27.89 % 41.38 % 3073 %

Athlete 7979 16.47 % NENASNT 19.13 %

Noble 7949 18.87 % [CERERT) 17.68 %
SportsManager 6324 1.36 % RCERERG 9.30 %
Architect 5574 6.30 % KRS 16.90 %
Religious 4832 7.99 % JESNPRS 25.99 %
Philosopher 2987 11.72 % QARER 12.15%

Model 2045 20.05 %
Journalist 1858 24.49 % 16.47 %
Economist 1720 11.86 % 8.78 %

Youtuber 900 14.33 %

Chef

897 24.86 %

Engineer 885 2.82 %
Astronau 0~ ? ; 13.55 %

BusinessPerson 691 13.17 % EFERD 13.60 %
PoliceOfficer 413 5.33 % PEERD 21.79 %
HorseTrainer 355 2.25% 2423 %

Pilot 286 18.53 % 15.73 %

Amaricranl aadar 264 17 28n o A1 &7 °% AN &2 oL
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Estimating gender cardinality (and completeness)

Using statistical estimators based on how often articles are edited

Youtuber - male Economist - female Philosopher - male
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Estimating the completeness of each class/gender

Subclass Gender Entities Est. (N1) Conv. (N1) % Compl. (N1) Est. (J1) Conv. (J1) % Compl. (J1)
Academic female 3300 3305 0.001000 99.850000 3384 0.009900 97.520000
Academic male 5497 5505 0.001500 99.850000 5626 0.016300 97.710000
AmericanLeader female 47 47 0.000000 100.000000 50 0.000000 94.000000
AmericanLeader male 109 109 0.000700 100.000000 116 0.009100 93.970000
Architect female 339 341 0.004300 99.410000 370 0.039700 91.620000
Architect male 3946 3977 0.007800 99.220000 4274 0.064600 92.330000

Artist female 2003 2006 0.001300 99.850000 2054 0.019300 97.520000

Artist male 6198 6207 0.001500 99.860000 6386 0.024800 97.060000

Astronaut female 76 76 0.000000 100.000000 81 0.000000 93.830000
Astronaut male 554 555 0.001400 99.820000 583 0.030600 95.030000
Athlete female 1297 1303 0.003900 99.540000 1369 0.040700 94.740000

Athlete male 5037 5063 0.005200 99.490000 5417 0.064400 . '92.990000
BusinessPerson female 86 88 0.009000 97.730000 96 0.057900 89.580000
BusinessPerson male 483 491 0.017500 98.370000 533 0.097000 90.620000
Chef female 220 2241 0.000400 99.550000 229 0.005700 96.070000

Chef male 527 528 0.001300 99.810000 541 0.020800 97.410000
Coach female 415 416 0.001900 99.760000 435 0.024000 95.400000
Coach male 8048 8073 0.003100 99.690000 8457 0.035300 95.160000
Economist female 204 204  0.000400 100.000000 208 0.004900 98.080000
Econ 3 1353 1355 0.001700 99.850000 1423 0.021700 $5.5802000
Engineer female 25 25 0.000000 100.000000 32 0.000000 78.120000
Engineer male 785 790 0.005600 99.370000 871 0.047900 90.130000
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Exploration of Gender in Wikipedia
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Bias in Humans — Gender Bias

- Gender completeness in Wikipedia (ACIS 2024) ‘\ l
- Gender exploration in Wikipedia (ACM TheWebConf 2025) Al
Bias in LLMs — SES and Political Bias

- SES bias in humans and ML (WebSci 2023; ICWSM 2025)

- Persona-based LLMs (ACM TheWebConf 2025)
Exploring Data Bias

- Bias Management (CACM Jan 2024)

- The BiasNavi tool (ACM TheWebConf 2025)

- LLM-based Data Pipelines (ICWSM 2025)
Human-Al Collaboration and Trust

- LLM Agents to complete tasks for us (ACM CHI 2025)

- Provoking Critical Thinking (IP&M 2025)
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Video of people washing hands across different socio-economic statuses

$623/month

510,090/ 'month
> | Ethiopia

» N Ukraine

* 4 regions: Africa, Asia, Europe, the Americas; 4 different income level for each
region (4*4*7=112)
» Average video duration : 13.7 seconds (SD = 9.14 seconds)
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Bias in the annotation of SES-diverse content

« Less accurate in guessing families’ income levels for African videos.

 Videos depicting low-income households were more likely to receive
negative annotations

 Videos with higher-income families received more positive annotations.

* Negative annotations were more prevalent for videos shot in Africa than in
Asia.

 Video from higher income groups more appropriate for inclusion in search

results and public service announcements BB = R Rte RN o fo Ac] o Rele pteclal

on social media means that SES-diverse
content gets critical views (confirmation bias)
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person: 97.31%

Al can label images too! We do not need humans
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Research Questions

RQ1 How similar are human-generated and ML-generated annotations?

t-SNE Visualization of Embeddings

100 1

- Consistent similarity and dissimilarity of annotations across
regions implies that their level of bias is comparable 501

RQ2 How do different combinations of annotations affect fairness in ML
predictive models?”

t-SNE Component 2

_50_

oo
— A o oS o °%'..
100 e .'? o':g &8 w .

- Certain annotation types (human vs machine) work better for e .
certain geographical areas and income levels =0

-100 -50 0 50 100 1
t-SNE Component 1

Annotation Type
® ML Object Labels

All annotations are important, and machine-generated ML Captions

Human Labels

annotations cannot just replace human-generated ones
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Persona-based LLMs

- We make LLMs answer the Political Compass Test

25k 25k
. ll. 2 il - We then make them impersonate 200,000 personas
) )
£ s w5 10° and answer the PCT again
2 0 102 2 0 102
§ -5 % 10? § -5 %‘ 10! )
] . : - This shows how we can measure and control the
10 5 0 5 10 025k ° 10 5 0 5 100 25k 0 L )
el Bight cleft  Right- political bias of LLMs.
(a) Mistral-7B-Instruct-v0.3 (b) Llama-3.1-8B-Instruct . . .
25k < - It also highlights embedded stereotypes like
il y
0 0 “ . . . .
, 10 , 10 » A business developer trying to bring new investments
s s 0 5 10 to the region, regardless of environmental cost” being
S o o » o authoritarian right
E 5 10! :o;a -5 ? al 10
‘s oE Y a3 o5 0 6wk 1
« Left Right = « Left Right —»

(c) Qwen2.5-7B-Instruct (d) Zephyr-7b-beta
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Bias in Humans — Gender Bias
- Gender completeness in Wikipedia (ACIS 2024)
- Gender exploration in Wikipedia (ACM TheWebConf 2025)
Bias in LLMs — SES and Political Bias
- SES bias in humans and ML (WebSci 2023; ICWSM 2025)
- Persona-based LLMs (ACM TheWebConf 2025) G~
Exploring Data Bias
- Bias Management (CACM Jan 2024)
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- LLM-based Data Pipelines (ICWSM 2025)
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Bias Management, not bias removal

Employing an explicit and not transparent bias removal intervention might be potentially harmful to the user

Figure 2. The five steps of bias management.

Pod B

e

Identifying Measuring Indexing Surfacing Adapting
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https://github.com/CIRES-Hub/BiasNavi/

BiasNavi

B asN avi Import ~ Export > LLM Models ~ View ~ Prompts User Profile Help ~

b
fesy

Bias Management Pipeline Dataset Snapshots
o DaieiSiaaics SRR Start row Fnd row 1D Description Timestamp
Surface Adap - - - 1 Original 2025-02-26 06:16:20
Identify Surface dapt id name first last compas_screening_date sex dob age_cat 9
1 miguel hernandez miguel hernandez 2013-08-14 Male  1947-04-18 Greater than 45
B ceCpios Ent o Desetie GetDEn S 3 kevon dixon kevon dixon 2013-01-27 Male  1982-01-22 | 34 25 - 45
Scores
4 ed philo ed philo 2013-04-14 Male 1991-65-14 | 24 [EEESERUENIPL )
5 marcu brown marcu brown 2013-01-13 Male 199: 1 ﬂ Less than 25 Dataset Evaluation
. . . 6 bouthy pierrelouis bouth ierrelouis 2013-03-26 Male 197 2 25 - 45 i
Chat with BiasNavi Common Questions Y P Y P Experiment Comparison
7 marsha miles marsha miles 2013-11-30 Male 1971-08-22 | 44 [EENEPTISELS o
isti i il i ensitive
sophisticated techniques like Tomek links. 8 edward riddle edward riddle 2014-02-19 Male  1974-87-23 | 41 | 25 - 45 Snapshot: 1 - ‘b" % sex -
3. Use of Weighting: Assign a higher weight to the Attribute:
e e i 9 steven stewart steven stewart 2013-08-30 Male 1973-02-25 | 43 [EEPTIEL
model gives more importance to predicting the 10 elizabeth thieme elizabeth  thieme 2014-03-16 Female 1976-06-¢3 | 39 [IEETISPC Label: | score text ~ | Taskc | Classification - | Model: | SVM N
minority class correctly. 13 bo bradac bo bradac 2613-11-84 Male 1994-06-10 | 21 [EERSSRUPVIPL [ un ]
—

4. Data Augmentation: If applicable, augment the 1/ 722y »
data by creating new features or transforming Results
existing ones to create a more balanced .
representation. Accuracy: 0.9965

3000
5. Example Step-by-step: - sex Low | High Medium Group Count (for Test)
5 2000
= Begin by calculating the racial distribution in 3 Female 0.5840 01350  0.2800 250
your dataset. 1000 Male 0.5264 0.2196 0.2540 193
= Choose a resampling method (e.g., SMOTE) Disparity Score  0.0576 0.0836  0.0260
and apply it to balance the dataset. 0 Other African-American Caucasian Hispanic Native American Asian
= Ensure the new dataset maintains the race The dataset analysis shows some notable disparities based on the 'sex’
integrity of the original ane by checking for attribute. Here's a breakdown of the bias level assessment:
any new biases introduced. . e L
= Test your model with the rebalanced dataset 1. Disparity in Score Distribution:
:nicn::pare rlesx:lls with the O";".'a‘ o For females, the distribution of scores is 58.4% Low, 13.6% High,
lataset to evaluate iImprovements in "
. and 28% Medium.
fairmess. Bias Management g

= For males, the distribution is 52.64% Low, 21.96% High, and 25.40%
By following these steps, you can effectively address y Medium.

Identify S . . - . N
racial imbalances and create a more equitable = The disparity scores indicate that females are more likely to receive
dataset, aligning with your expertise and technical a 'Low' score, while males are more likely to receive a 'High' score.
proficiency. Target Attribute:  score_text X w 2. Disparity Score Analysis:

= The disparity score for 'Low" is 0.0576, indicating females are more
likely to receive a 'Low' score compared to males.
= The 'High' and "Medium' disparity scores are 0.0836 and 0.0260,

i ifyi respectively, showing a higher likelihood of males receiving 'High'
Fuggssied Next O setice N0 Result of Bias Identifyin pectively, @ a hig g 'Hig
What specific resampling technigues are most suitable for my industry sector and 'Medium' scores.

to achieve better racial balance in datasets?

Sensitive Attributes: 3. Model Accuracy:
) 1. Age (age, dob): Age is often considered a sensitive attribute because it can and outcoms ially leading to age
Suggested Next Question diserimination. = The model's accuracy is 99.65%, which is quite high, but it i

How can | validate that the rebalancing techniques applied have effectively essential to ensure that this does not come at the cost of fairn

2. Race: Race is a well-known sensitive attribute due to its strong association with biases in various societal and legal contexts, especially in criminal

L reduced bias in the dataset? iliatina 4
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LLM-based Data Pipelines to Detect Harmful Content

Facebook Hateful Meme Challenge: classify content as hateful or non-hateful

oo 1. Zero-Shot with Meme Image and Text
o —— 2. Image + Text (Multimodal Model; CLIP)
chngunge ol meme s oeptons 3. Meme Text Only (Language Model;

5: language model (meme text + human DistiiBERT, RoBERTa )

caption + human explanation)

6: language model (meme text + captions +
LLM cleaned and explained)

4. Text + Captions (Language Model)

(V/) b 5. Human Captions and Explanations
p—— (Language Model)
O // \ 1
o | e ﬂ\fwﬁ 6. Meme Text + Cleaned Captions + LLM

= Explanations (Language Model):
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Findings
 Does LLM-Based Caption Cleaning Work? (RQ1a)

« GPT-40-cleaned captions showed significant improvements over the uncleaned captions
for the classifier (p = 0.0157)

« Does Adding Context Improve Performance? (RQ1b)

* Leveraging LLMs to augment each meme with a short, explanatory context yields
performance gains

* Including meme text, caption and LLM-generated explanation yields strongest performance
« Generalizability Across Related Domains (RQ2)

« The approach generalizes well across social media tasks (Jigsaw Toxic Comments and
Facebook Hateful Memes) with differing data modalities (text vs multimodal)
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Afundamental distinction between LLM explanatory capabilities and predictive performance
Observations

« LLM are not good harmful content detector if used as zero-shot classifiers

 LLM are good at segmenting, explaining, and providing more context for downstream harmful
content classification

« LLM-based semantic augmentation is effective for context-dependent tasks
 Reduced manual annotation costs

« Safeguard mechanisms embedded in LLMs limit performance on harmful content
 Managing LLM safeguards by asking to preserve triggers

« Important in domains where capturing explicit terms Explanation: “This meme implies that interacting
: " . with anything connected to Islam is dangerous or un-
or themes is critical for model training desirable, feeding into a narrative that paints Muslims

as inherently threatening or alien. By humorously sug-
gesting that no one dares pull the doll’s string, the
meme mocks and perpetuates fears of Islam.”
Triggers: Islamophobia, Stereotyping, Muslim doll,
what the fuck, no one has the guts.
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1. Log in to user account
1.1 Obtain account login information

- (Account ID: 54321, Account Password: Initial Plan Generation Task: My la.ccounl ID i5 54321, and the
[ A PWD2023) with LLM password is PWD2023. I plan to make
f A two foreign exchange transactions. The
T\ 2. Conduct foreign exchange transactions N first is to buy 10,000 euros (with USD),
Pl’;}':nl\flg 2.1 Buy euros and the second is to sell 5,000 US dollars
110§

2.2, Sell US dollars User-Involved (to EUR). Please help me operate.

7 Planning
. L ,’A ﬂ
~+— 3. Conduct second foreign exchange transactions
Plan Edit 2. Conduct foreign exchange transactions — 3.1 Sell USD dollars

1. Log in to user account buy euros 3.1.1 Obtain information for selling US dollars
1.1 Obtain account login information 2.1 Buy euros (Currency Type: USD, Sell Amount: 5000)
. . . ol (Account ID: 54321, Account N 2.1.1 Obtain information for buying euros 3.1.2 Check the US dollar holdings
Ta S S W I t d I e re n t eve S O r I S o= Password: PWD2023) (R (Currency Type: EUR, Purchase Amount: R, 3.1.3 Obtain US dollar holdings information
o= 1.2 Log in to the account 10000) oo (Foreign Exchange Holdings Information:
1.3 Confirm successful login 2.1.2 Buy the specified amount of euros Obtained US dollar holdings information)
2.1.3 Confirm successful euro purchase 3.1.4 Sell the specified amount of US dollars

LLM agents used in a plan-then-execute manner - ] : SR

il
v v ~

i_. I bank_account_login sell_currency buy_currency sell_currency

|m| Account 54321 Amount 10000 Amount 10000 Amount 5000

A double-edged sword E — e
(1) they can work well with a high-quality plan  ge e temeree |G
and necessary user involvement .2 ® i @ @

(2) users Can ea Slly mlSt rust the LLM age nts W|th g St S User-Involved — st

Execution
plans that seem plausible

Approve Approve

Execution
‘Outcome

Figure 1: Illustration of the human-AI collaboration with plan-then-execute LLM agents.
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Key Findings
User involvement does not significantly impact user trust and calibrated trust
User involvement in planning can harm plan quality in tasks with a high-quality plan

Plan quality has a significant positive correlation with calibrated trust
User involvement in planning can help address imperfect plans

Task Description:

| need to set an alarm for every weekday morning at 7:30, and then cancel the alarm for Thursday, changing it to 8:00 in the evening.

Recommended approaches: N ——
* lterative LLM agent simulation to decide
when users should be involved

override the agent action, posing a high Lo

1.2 Setthealarm Split step
L]
» Users may need to articulate or manuall
1.3 Confirm whether the alarm is set successfully Split step
‘
L] L]
Cog n Itlve | Oa d 22  Cancel the alarm Split step
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Al for Emotion Regulation and Oplnlon Formatlon

Summarisation of online discussion Counter -argument against the stance |n
Summarisation of online discussion : the discussion
- ' The prevaliling sentiment among
The prevailing sentiment among : participants is that the majority believes We may highlight research indicating that
participants s that the majority believes : sugar is a more significant contributor to certain types of fats, especially trans fats
sugar is a more significant contributor to obesity than dietary fat. and saturated fats, can lead to weight gain
obesity than dietary fat. 5 and obesity when consumed excessively.
' \

~ <
o ®

Ordinary Al system User receive information ' Ordinary Al system User articulate °_°_"ﬂ'°""9 Al-framed challenges
passive arguments critically

RQ1: How do Al- generatecf’ summaries of human discussions and counter arguments affect
people’s decision-making?

RQ2: How does Al summarisation affect user-perceived fairness and bias?
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Example

Al Summarisation

The discussion revolves around Elon Musk's ownership of Twitter and the motivations behind it. The original assertion is that Musk is using Twitter
for power, not money, with the argument that he can exert significant influence on world affairs through the platform. Others counter this by
suggesting that Musk's ownership is more about ego and spite, particularly in dealing with critics and winning argumentsit'satsomentioned-that
Musk was essentially forced to buy Twitter due to legal pressure.

While there is debate about Musk's motivations,|one aspect that deserves consideration is{the potential impact of his ownership of Twitter on free
speech and public discourse. With Musk wielding considerable influence and making decisions about checkmarks, bans, and platform rules,
there's a risk that Twitter's policies and practices could become increasingly aligned with his personal views and preferences. This may raise
concerns about whether Twitter remains a platform for open dialogue and diverse opinions or becomes a tool for furthering a specific agenda,
regardless of whether it's driven by power, ego, or other motives. Ensuring the continued neutrality and inclusivity of Twitter could be a critical
issue as Musk's influence on the platform grows.
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Task Pool
p—————3p Control Group / \
' randomly receive & complete ' End-of-survey
2 Tasks from Kialo
doml
e randomly 5um2arisation : 2 Tasks from Debatewise
allocate roup { "
: i Qualitative feedback
L2 Tasks from Reddit A End-of-survey
Challenge
> Group

« Users are more likely to shift opinions after receiving (perceived)
‘unbiased’ Al assistance

* The system triggers reflective thinking by posing fresh
arguments: The ‘challenge’ system assumed a starting stance ->
bias
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Lessons learned and what to do

« Bias is present in human-generated data and is propagated in data pipelines
 LLMs carry human bias, but can help in data pipelines

* Track and profile data bias across the Al pipelines
« Select and diversify the sources of the labels (i.e., g

human annotators, LLMs) |
« Bias management instead of bias removal

DOI:10.1145/3611641
Opinion
Data Bias Management

Envisioning a unique approach
toward bias and fairness research.

HE PRESENCE OF bias in data
has led to a lot of research

To be continued ...

include work looking at how to remove
bias from learned word embeddings.

increase fairness across groups when
doing data augmentation,” feature
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centre for

Visiting PhD Students Scheme I o e

information

resilience

Visit us in Brisbane, Australial
2 or 3 months visits for PhD students to work on a joint paper

Application deadlines in 2025:
Mareh-22; June 22; September 22

Since 2023, we hosted 10 PhD students based in 7 countries
(CH, NL, DE, NO, BE, CN, IT); Example outputs:



https://cires.org.au/engagement/visitors/
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