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Generating Persuasive Content at Scale
- Al-generated personalised social media ads (ACM TheWebConf 2024) \ l
Detecting Harmful Content with LLMs as Data Preprocessors Al
- LLM-based Data Pipelines (ICWSM 2025)
Controlling Bias in LLMs
- Persona-based LLMs (ACM TheWebConf 2025)
- Bias Management (CACM Jan 2024)
- The BiasNavi tool (ACM TheWebConf 2025)
Do we Trust LLM Agents?
- LLMs to complete tasks for us (ACM CHI 2025)
- Crowd-sourcing or AI-Sourcing? (CACM Apr 2025)
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LLMs to generate persuasive content

Can LLMs generate personalized ad messages targeting
specific personality traits?

ChatGPT

Ad designers The Emergence of LLMs

Aligning advertising messages with an individual's
personality traits can enhance ad effectiveness.
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OH: Openness, written by a Human
OG: Openness, Generated by an LLM
NH: Neuroticism, written by a Human

StUdy NG: Neuroticism, Generated by an LLM Task 1 Task 2 Big5

| o (o) (o8 (o)

Task 1: Assessed user reactions to ads S —) @ (nH) —
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Task 2: Compared preferences for 9 - ) —)
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Results - Task 1

Table 2: P-values of Ads between Match and Non-match Per-
sonalities after Benjamini-Hochberg Correction. A corrected
P-value < 0.05 is considered statistically significant.

Table 1: Mean values of measurements for each survey and AdT Personality | Product | Purchase | Engagement
PEI’SDH&E‘[’Y match m ype Trait R}ti\ng Integt‘inn [ntigj'\iﬂn
Generated Opennfl:sls %‘? @ w
Neuroticism .33 : 27
Survey | Measurement | Matched | Unmatched S
Human Openness 0.50 g{? 0.15
Product Rating 4.14 3.71 Neuroticism 0.54 a 0.47
0G Purchase Intention 4.14 3.69
Engagement Intention 4.33 3.73
Product Rating 3.84 4.0
NG Purchase Intention 3.77 4.15
Engagement Intention 3.97 4.29
Product Rating 413 3.96 Table 3: P-values of Human ads vs Generated ads for matched
OH Purchase Intention 4.33 3.68 personalities after Benjamini-Hochberg Correction.
Engagement Intention 4.30 3.88
Product Rating 3.61 3.76 Ad’s Product | Purchase | Engagement
NH Purchase Intention 3.74 4.0 Personality | Rating | Intention | Intention
Engagement Intention 3.71 4.15
g8 Openness 0.42 0.42 0.42
Neuroticism 0.46 0.42 0.90
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Results - Task 2

Table 4: Click Distribution and Percentages for Ads Displayed
Side-by-Side for Task 2.

Ad Type Clicks (%)

Human-written ad
tailored to the openness trait

9

Generated ad
tailored to the openness trait

\ﬁk
N
e’

Generated ad

i .. ) 4.93
tailored to the neuroticism trait

Human-written ad 1704
tailored to the neuroticism trait '
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LLM-based Data Pipelines to Detect Harmful Content

Facebook Hateful Meme Challenge: classify content as hateful or non-hateful

oo 1. Zero-Shot with Meme Image and Text
o —— 2. Image + Text (Multimodal Model; CLIP)
chngunge ol meme s oeptons 3. Meme Text Only (Language Model;

5: language model (meme text + human DistiiBERT, RoBERTa )

caption + human explanation)

6: language model (meme text + captions +
LLM cleaned and explained)

4. Text + Captions (Language Model)

(V/) b 5. Human Captions and Explanations
p—— (Language Model)
O // \ 1
o | e ﬂ\fwﬁ 6. Meme Text + Cleaned Captions + LLM

= Explanations (Language Model):
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Findings
 Does LLM-Based Caption Cleaning Work? (RQ1a)

« GPT-40-cleaned captions showed significant improvements over the uncleaned captions
for the classifier (p = 0.0157)

« Does Adding Context Improve Performance? (RQ1b)

* Leveraging LLMs to augment each meme with a short, explanatory context yields
performance gains

* Including meme text, caption and LLM-generated explanation yields strongest performance
« Generalizability Across Related Domains (RQ2)

« The approach generalizes well across social media tasks (Jigsaw Toxic Comments and
Facebook Hateful Memes) with differing data modalities (text vs multimodal)
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Afundamental distinction between LLM explanatory capabilities and predictive performance
Observations

« LLM are not good harmful content detector if used as zero-shot classifiers

 LLM are good at segmenting, explaining, and providing more context for downstream harmful
content classification

« LLM-based semantic augmentation is effective for context-dependent tasks
 Reduced manual annotation costs

« Safeguard mechanisms embedded in LLMs limit performance on harmful content
 Managing LLM safeguards by asking to preserve triggers

« Important in domains where capturing explicit terms Explanation: “This meme implies that interacting
: " . with anything connected to Islam is dangerous or un-
or themes is critical for model training desirable, feeding into a narrative that paints Muslims

as inherently threatening or alien. By humorously sug-
gesting that no one dares pull the doll’s string, the
meme mocks and perpetuates fears of Islam.”
Triggers: Islamophobia, Stereotyping, Muslim doll,
what the fuck, no one has the guts.




THE UNIVERSITY
% OF QUEENSLAND
AUSTRALIA

s

-
OUtI | ne People Data

Generating Persuasive Content at Scale
- Al-generated personalised social media ads (ACM TheWebConf 2024) \ l
Detecting Harmful Content with LLMs as Data Preprocessors Al
- LLM-based Data Pipelines (ICWSM 2025)
Controlling Bias in LLMs
- Persona-based LLMs (ACM TheWebConf 2025)
- Bias Management (CACM Jan 2024)
- The BiasNavi tool (ACM TheWebConf 2025)
Do we Trust LLM Agents?
- LLMs to complete tasks for us (ACM CHI 2025)
- Crowd-sourcing or AI-Sourcing? (CACM Apr 2025)




l THE UNIVERSITY
.%, OF QUEENSLAND
AUSTRALIA

Persona-based LLMs

- We make LLMs answer the Political Compass Test

25; il 25; il - We then make them impersonate 200,000 personas
,;1: B ,;1: . and answer the PCT again
£ , % o B , % o - This shows how we can measure and control the
e Er S wrm P o & o 3 hoE political bias of LLMs.

(a) Mistral-7B-Instruct-v0.3 (b) Llama-3.1-8B-Instruct - It also highlights embedded stereotypes like

25k 25k
T 13#5{%5% . i B “A business developer trying to bring new investments
g, w £ - to the region, regardless of environmental cost” being
2, % o 2o , e authoritarian right
vt | M, v e L B,

cleft Right- cleft Righto

(c) Qwen2.5-7B-Instruct (d) Zephyr-7b-beta
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Bias Management, not bias removal

Employing an explicit and not transparent bias removal intervention might be potentially harmful to the user

Figure 2. The five steps of bias management.

Pod B

e

Identifying Measuring Indexing Surfacing Adapting

https://doi.org/10.1145/3611641
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https://github.com/CIRES-Hub/BiasNavi/

BiasNavi

B asN avi Import ~ Export > LLM Models ~ View ~ Prompts User Profile Help ~

b
fesy

Bias Management Pipeline Dataset Snapshots
o DaieiSiaaics SRR Start row Fnd row 1D Description Timestamp
Surface Adap - - - 1 Original 2025-02-26 06:16:20
Identify Surface dapt id name first last compas_screening_date sex dob age_cat 9
1 miguel hernandez miguel hernandez 2013-08-14 Male  1947-04-18 Greater than 45
B ceCpios Ent o Desetie GetDEn S 3 kevon dixon kevon dixon 2013-01-27 Male  1982-01-22 | 34 25 - 45
Scores
4 ed philo ed philo 2013-04-14 Male 1991-65-14 | 24 [EEESERUENIPL )
5 marcu brown marcu brown 2013-01-13 Male 199: 1 ﬂ Less than 25 Dataset Evaluation
. . . 6 bouthy pierrelouis bouth ierrelouis 2013-03-26 Male 197 2 25 - 45 i
Chat with BiasNavi Common Questions Y P Y P Experiment Comparison
7 marsha miles marsha miles 2013-11-30 Male 1971-08-22 | 44 [EENEPTISELS o
isti i il i ensitive
sophisticated techniques like Tomek links. 8 edward riddle edward riddle 2014-02-19 Male  1974-87-23 | 41 | 25 - 45 Snapshot: 1 - ‘b" % sex -
3. Use of Weighting: Assign a higher weight to the Attribute:
e e i 9 steven stewart steven stewart 2013-08-30 Male 1973-02-25 | 43 [EEPTIEL
model gives more importance to predicting the 10 elizabeth thieme elizabeth  thieme 2014-03-16 Female 1976-06-¢3 | 39 [IEETISPC Label: | score text ~ | Taskc | Classification - | Model: | SVM N
minority class correctly. 13 bo bradac bo bradac 2613-11-84 Male 1994-06-10 | 21 [EERSSRUPVIPL [ un ]
—

4. Data Augmentation: If applicable, augment the 1/ 722y »
data by creating new features or transforming Results
existing ones to create a more balanced .
representation. Accuracy: 0.9965

3000
5. Example Step-by-step: - sex Low | High Medium Group Count (for Test)
5 2000
= Begin by calculating the racial distribution in 3 Female 0.5840 01350  0.2800 250
your dataset. 1000 Male 0.5264 0.2196 0.2540 193
= Choose a resampling method (e.g., SMOTE) Disparity Score  0.0576 0.0836  0.0260
and apply it to balance the dataset. 0 Other African-American Caucasian Hispanic Native American Asian
= Ensure the new dataset maintains the race The dataset analysis shows some notable disparities based on the 'sex’
integrity of the original ane by checking for attribute. Here's a breakdown of the bias level assessment:
any new biases introduced. . e L
= Test your model with the rebalanced dataset 1. Disparity in Score Distribution:
:nicn::pare rlesx:lls with the O";".'a‘ o For females, the distribution of scores is 58.4% Low, 13.6% High,
lataset to evaluate iImprovements in "
. and 28% Medium.
fairmess. Bias Management g

= For males, the distribution is 52.64% Low, 21.96% High, and 25.40%
By following these steps, you can effectively address y Medium.

Identify S . . - . N
racial imbalances and create a more equitable = The disparity scores indicate that females are more likely to receive
dataset, aligning with your expertise and technical a 'Low' score, while males are more likely to receive a 'High' score.
proficiency. Target Attribute:  score_text X w 2. Disparity Score Analysis:

= The disparity score for 'Low" is 0.0576, indicating females are more
likely to receive a 'Low' score compared to males.
= The 'High' and "Medium' disparity scores are 0.0836 and 0.0260,

i ifyi respectively, showing a higher likelihood of males receiving 'High'
Fuggssied Next O setice N0 Result of Bias Identifyin pectively, @ a hig g 'Hig
What specific resampling technigues are most suitable for my industry sector and 'Medium' scores.

to achieve better racial balance in datasets?

Sensitive Attributes: 3. Model Accuracy:
) 1. Age (age, dob): Age is often considered a sensitive attribute because it can and outcoms ially leading to age
Suggested Next Question diserimination. = The model's accuracy is 99.65%, which is quite high, but it i

How can | validate that the rebalancing techniques applied have effectively essential to ensure that this does not come at the cost of fairn

2. Race: Race is a well-known sensitive attribute due to its strong association with biases in various societal and legal contexts, especially in criminal

L reduced bias in the dataset? iliatina 4
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1. Log in to user account
1.1 Obtain account login information

- (Account ID: 54321, Account Password: Initial Plan Generation Task: My la.ccounl ID i5 54321, and the
[ A PWD2023) with LLM password is PWD2023. I plan to make
f A two foreign exchange transactions. The
T\ 2. Conduct foreign exchange transactions N first is to buy 10,000 euros (with USD),
Pl’;}':nl\flg 2.1 Buy euros and the second is to sell 5,000 US dollars
110§

2.2, Sell US dollars User-Involved (to EUR). Please help me operate.

7 Planning
. L ,’A ﬂ
~+— 3. Conduct second foreign exchange transactions
Plan Edit 2. Conduct foreign exchange transactions — 3.1 Sell USD dollars

1. Log in to user account buy euros 3.1.1 Obtain information for selling US dollars
1.1 Obtain account login information 2.1 Buy euros (Currency Type: USD, Sell Amount: 5000)
. . . ol (Account ID: 54321, Account N 2.1.1 Obtain information for buying euros 3.1.2 Check the US dollar holdings
Ta S S W I t d I e re n t eve S O r I S o= Password: PWD2023) (R (Currency Type: EUR, Purchase Amount: R, 3.1.3 Obtain US dollar holdings information
o= 1.2 Log in to the account 10000) oo (Foreign Exchange Holdings Information:
1.3 Confirm successful login 2.1.2 Buy the specified amount of euros Obtained US dollar holdings information)
2.1.3 Confirm successful euro purchase 3.1.4 Sell the specified amount of US dollars

LLM agents used in a plan-then-execute manner - ] : SR

il
v v ~

i_. I bank_account_login sell_currency buy_currency sell_currency

|m| Account 54321 Amount 10000 Amount 10000 Amount 5000

A double-edged sword E — e
(1) they can work well with a high-quality plan  ge e temeree |G
and necessary user involvement .2 ® i @ @

(2) users Can ea Slly mlSt rust the LLM age nts W|th g St S User-Involved — st

Execution
plans that seem plausible

Approve Approve

Execution
‘Outcome

Figure 1: Illustration of the human-AI collaboration with plan-then-execute LLM agents.
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Key Findings
User involvement does not significantly impact user trust and calibrated trust
User involvement in planning can harm plan quality in tasks with a high-quality plan

Plan quality has a significant positive correlation with calibrated trust
User involvement in planning can help address imperfect plans

Task Description:

| need to set an alarm for every weekday morning at 7:30, and then cancel the alarm for Thursday, changing it to 8:00 in the evening.

Recommended approaches: N ——
* |terative LLM agent simulation to decide
when users should be involved

override the agent action, posing a high Lo

1.2 Setthealarm Split step
L]
« Users may need to articulate or manuall
1.3 Confirm whether the alarm is set successfully Split step
‘
L] L]
CO g n Itlve I Oa 2.2 Cancel the alarm Split step




Generative Al in Crowdwork

ALL USA India UK EU
Prolific 13.1% || 19.0% | - 9.0% | 9.0%
13.4% || 14.0% | - 10.0% | 14.5%
MTurk 80.3% W\ 94.3% | 66.3% | - -
@862% 59.4% | - -
Clickworker T || 27.9% | - 16.9% | 15.3%
15.0% || 20.6% | - 11.0% | 12.6%

We asked crowd workers regarding their use of GenAl tools. Table 4: Workers reporting self-initiated use of AI chatbots
in tasks, by platform, country and T1/T2 [top/bottom].

Prolific, Mturk, Clickworker; May 2023, and Dec 2023

» Workers’ self-reported use of GenAl
« did not change over time
« was strongly correlated to the platform they use.

operating at Clickworker or Prolific.

MTurk workers use GenAl on their own volition significantly more often than those

Many expressed concerns that GenAl would reduce the number of opportunities for surveys,
as requesters are looking for authentic human responses.
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Crowd-Sourcing or Al-Sourcing?

There will always be a role for humans in Al pipelines, although GenAl is disrupting the
crowdsourcing environment as we know it.

Validation/Verification

Annotation

(Auditing)

- B =)

@ » Pure Human Annotations (HA) » Simultaneous Humannotation » AI annotations (AIA)
§ » Human Annotation Supported + Auditing of GenAI (HA-HV) » AI validations/verifications
T+ by AT (HA-AI) » AI annotations audited by (AIV)
» Simultaneous Human Human (AIA-HV)
H Annotation + Auditing of

GenAI (HA-HV)
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Lessons learned and what to do @eglus

« LLM can generate persuasive content and understand harmful content

« LLMs can replace humans in many tasks, but should they?

* Crowd workers over-rely on LLMs to label data. Is this the end of crowdsourcmg’?

« Track and profile data bias across the Al pipelines

« Select and diversify the sources of the labels (i.e.,
human annotators, LLMs)

« Bias management instead of bias removal

DOI:10.1145/3611641 Gianluca Ds;nart-ini, Kevin Roitero, and Stefano Mizzaro i
Opinion
Data Bias Management

Envisioning a unique approach
toward bias and fairness research.

HE PRESENCE OF bias in data
has led to a lot of research

To be continued ...

include work looking at how to remove
bias from learned word embeddings.

increase fairne S gT oup s when
doi ng data augm ntat on,” feature
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centre for

Visiting PhD Students Scheme B e

information
resilience

Visit us in Brisbane, Australial

2 or 3 months visits for PhD students to work on a joint paper

Application deadlines in 2025: |1E|
March-22; June 22; September 22 _'ﬁ'-'l-_lr ]
Elw.%’!'

Since 2023, we hosted 8 PhD students based in 6 countries
(CH, NL, DE, NO, BE, CN)



https://cires.org.au/engagement/visitors/
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