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Two examples of bias in data annotations ‘\ l
- Bias in crowdsourced fact-checking (ECIR 2020; SIGIR 2020)

- SES bias in humans and ML (WebSci 2022; ICWSM 2025) Al

- Human-AI annotations (CACM 2024; ICWSM 2024; CACM 2025)

Outline

Implications and solutions

- What happens when you train ML with biased labels (CIKM 2023)
- Bias Management (CACM Jan 2024)

- The BiasNavi tool (ACM TheWebConf 2025)



Crowdsourcing Truthfulness Judgements
~600 MTurk US workers
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Table 1: Example of statements in the PolitiFact and ABC

datasets.
To assess truthfulness of
 US political statements (Politifact) Statement Speaker, Year
« non-US political statements (ABC) PolitiFact “Florida ranks first in the Rick Scott, 2014
Label: mostly-true nation for access to free
prekindergarten.”
3 scales (3, 6, and 100 levels) ABC “Scrapping the carbon tax Tony Abbott,

Label: in-between means every household will
be $550 a year better off.

2014




Crowd Performance VS Expert Ground Truth
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Fake News labelling - Political bias

Statements by REP politicians
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Video of people washing hands across different socio-economic statuses

$623/month

510,090/ 'month
> | Ethiopia

» N Ukraine

* 4 regions: Africa, Asia, Europe, the Americas; 4 different income level for each
region (4*4*7=112)
» Average video duration : 13.7 seconds (SD = 9.14 seconds)
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Bias in the annotation of SES-diverse content

« Less accurate in guessing families’ income levels for African videos.

 Videos depicting low-income households were more likely to receive
negative annotations

 Videos with higher-income families received more positive annotations.

* Negative annotations were more prevalent for videos shot in Africa than in
Asia.

 Video from higher income groups more appropriate for inclusion in search

results and public service announcements BB = R Rte RN o fo Ac] o Rele pteclal

on social media means that SES-diverse
content gets critical views (confirmation bias)
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person: 97.31%

Al can label images too! We do not need humans
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Research Questions

RQ1 How similar are human-generated and ML-generated annotations?

t-SNE Visualization of Embeddings

100 1

- Consistent similarity and dissimilarity of annotations across
regions implies that their level of bias is comparable 501

RQ2 How do different combinations of annotations affect fairness in ML
predictive models?”

t-SNE Component 2
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- Certain annotation types (human vs machine) work better for e .
certain geographical areas and income levels =0

-100 -50 0 50 100 1
t-SNE Component 1

Annotation Type
® ML Object Labels

All annotations are important, and machine-generated ML Captions

Human Labels

annotations cannot just replace human-generated ones




Collaboration

Balance Task Allocation
Human Judgment
%Aﬁ @ Humans manually decide (about relevance)

u " ? without any kind of Al support.
B I a S I n L L M S = f’( A &) Humans have full control of deciding but are
supported by machine-based text

The role of Humans o ety

% A &) Humans decide based on LLM-generated
summaries needed for the decision.
Humans used to annotate data X~ ©  Balanood competence pationing Hunaus
. . and LLMs focus on decisions they are goo
LLMs can replace humans in data annotation tasks at e
Microsoft Bing now uses GPT-4 for relevance judgments! Human In The Loop
% —x &% Two (or more) LLMs each generate a
decision, and a human selects the better one.
“WhO |S bette r?” % NS An LLM makes a decision (and an
explanation for it) that a human can
versus accept / reject.
“ HOW can th ey WO rk togethe r?” % 5z G LLMs are considered crowdworkers—varied

by specific characteristics—, aggregated and
controlled by a human.

Fully Automated

% 2® Fully automatic decision without humans.




Generative Al in Crowdwork

ALL USA India UK EU
Prolific 13.1% || 19.0% | - 9.0% | 9.0%
13.4% || 14.0% | - 10.0% | 14.5%
MTurk 80.3% W\ 94.3% | 66.3% | - -
@862% 59.4% | - -
Clickworker T || 27.9% | - 16.9% | 15.3%
15.0% || 20.6% | - 11.0% | 12.6%

We asked crowd workers regarding their use of GenAl tools. Table 4: Workers reporting self-initiated use of AI chatbots
in tasks, by platform, country and T1/T2 [top/bottom].

Prolific, Mturk, Clickworker; May 2023, and Dec 2023

» Workers’ self-reported use of GenAl
« did not change over time
« was strongly correlated to the platform they use.

operating at Clickworker or Prolific.

MTurk workers use GenAl on their own volition significantly more often than those

Many expressed concerns that GenAl would reduce the number of opportunities for surveys,
as requesters are looking for authentic human responses.
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Crowd-Sourcing or Al-Sourcing?

There will always be a role for humans in Al pipelines, although GenAl is disrupting the
crowdsourcing environment as we know it.

Validation/Verification

Annotation

(Auditing)

- B =)

@ » Pure Human Annotations (HA) » Simultaneous Humannotation » AI annotations (AIA)
§ » Human Annotation Supported + Auditing of GenAI (HA-HV) » AI validations/verifications
T+ by AT (HA-AI) » AI annotations audited by (AIV)
» Simultaneous Human Human (AIA-HV)
H Annotation + Auditing of

GenAI (HA-HV)
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What happens when we train ML models with
biased labels?

Live Demo at: https://recant.cyens.org.cy/
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1. Input image: 2. Classification task:
Select a classification task.
Current image: CFD-BF-003-003-N | Gender ‘ ’ Race ‘ ‘ Attractiveness

The models try to predict the depicted person’s Trustworthiness.
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Bias: Depending on who the human
annotators are, the ML classifiers will make

3. Results: different decisions

Click to show Results.

‘ Execute ‘

Nine different models were trained on the same images for each task, with different (sub)sets of crowd-worker annotations. The same input image (above) was passed
through each of the nine models, resulting in the following outputs (possible outputs: Low, Medium, High):
Classification Decision

Model Model Description

High

Model trained on the norming data provided with the CFD.

CFD Annotators
Medium

All Annotators Model trained using all the annotations for all images.

Random Model that simulates the case where annotators generate labels without considering the image content.

Men Model trained using all the annotations provided by male crowdworkers. Low
Women Model trained using all the annotations provided by female crowdworkers.

Black Model trained using all the annotations provided by Black crowdworkers.

Asian Model trained using all the annotations provided by Asian crowdworkers. Low

White Model trained using all the annotations provided by White crowdworkers.

Latino Model trained using all the annotations provided by Latino crowdworkers.
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Bias Management, not bias removal

Employing an explicit and not transparent bias removal intervention might be potentially harmful to the user

Figure 2. The five steps of bias management.

Pod B

e

Identifying Measuring Indexing Surfacing Adapting

https://doi.org/10.1145/3611641
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BiasNavi

BiasNavi

Import ~ Export ¥

b
fesy

Bias Management Pipeline

o]
Identify

Surface Adapt

Recommended Operation: Evaluate the Dataset to Get Disparity
‘Scores

Chat with BiasNavi

Common Questions

sophisticated technigues like Tomek links.
3. Use of Weighting: Assign a higher weight to the
minerity class during model training, so the
model gives more importance to predicting the
minority class correctly.

4. Data Augmentation: If applicable, augment the
data by creating new features or transforming
existing ones to create a more balanced
representation.

5. Example Step-by-step:

= Begin by calculating the racial distribution in
your dataset.

= Choose a resampling method (e.g., SMOTE)
and apply it to balance the dataset.

= Ensure the new dataset maintains the
integrity of the original one by checking for
any new biases introduced.

= Test your model with the rebalanced dataset
and compare results with the original
dataset to evaluate improvements in
faimess.

By following these steps, you can effectively address
racial imbalances and create a more equitable
dataset, aligning with your expertise and technical
proficiency.

Suggested Next Question
What specific resampling technigues are most suitable for my industry sector
1o achieve better racial balance in datasets?

Suggested Next Question
How can | validate that the rebalancing techniques applied have effectively
L reduced bias in the dataset?

LLM Models ~ View ~ Prompts User Profile Help ~

Data Statistics Save Snapshot Start row

https://github.com/CIRES-Hub/BiasNavi/

End row

id name first last compas_screening_date sex dob age_cat
1 miguel hernandez miguel hernandez 2013-08-14 Male  1947-04-18 Greater than 45
& kevon dixon kevon dixon 2013-01-27 Male = 1982-81-22 34 25 - 45
4 ed philo ed philo 2013-04-14 Male 1991-65-14 | 24 [EEESERUENIPL
5 marcu brown marcu brown 2013-01-13 Male 199 1 Less than 25
6 bouthy pierrelouis bouthy pierrelouis 2013-03-26 Male 197 2 25 - 45
7 marsha miles marsha miles 2013-11-30 Male 1971-08-22 | 44 [EENEPTISELS
8 edward riddle edward riddle 2614-02-19 Male 1974-87-23 41 [EEPTRSED
9 steven stewart steven stewart 2013-08-30 Male 1973-02-25 | 43 [EEPTIEL
10 elizabeth thieme elizabeth  thieme 2014-03-16 Female 1976-06-03 | 39 [NENFTRRT
13 bo bradac bo bradac 2613-11-84 Male  1904-86-10 | 21 [EETSTRTIOET
—
1 /722 » »
3000
g 2000
3
3
1000
0 Other African-American Caucasian Hispanic Native American Asian
race
Bias Management
Target Attribute:  score_text x
Result of Bias Identifying
Sensitive Attributes:
1. Age (age, dob): Age is often considered a sensitive attribute because it can and outcoms y leading to age

discrimination.

2. Race: Race is a well-known sensitive attribute due to its strong association with biases in various societal and legal contexts, especially in criminal

inetica

Dataset Snapshots

Timestamp
2025-82-26 06:16:20

Restore Delete

ID Description

1 Original

Dataset Evaluation

Experiment Comparison
Sensitive
hot: 1 - -
Snapshot Attribute: il
Label: score_text - Task: Classification~ Model: SVM -
Results

Accuracy: 0.9965

sex Low High = Medium Group Count (for Test)
Female 0.5840 0.1360  0.2800 250
Male 0.5264 0.2196 0.2540 1193
Disparity Score  0.0576 0.0836 0.0260

The dataset analysis shows some notable disparities based on the 'sex’
attribute. Here's a breakdown of the bias level assessment:

1. Disparity in Score Distribution:

o For females, the distribution of scores is 58.4% Low, 13.6% High,
and 28% Medium.
= For males, the distribution is 52.64% Low, 21.96% High, and 25.40%
Medium.
= The disparity scores indicate that females are more likely to receive
a 'Low' score, while males are more likely to receive a 'High' score.
2. Disparity Score Analysis:

© The disparity score for 'Low' is 0.0576, indicating females are more
likely to receive a ‘Low" score compared to males.
= The 'High' and "Medium' disparity scores are 0.0836 and 0.0260,
respectively, showing a higher likelihood of males receiving "High'
and 'Medium' scores.
3. Model Accuracy:

= The model's accuracy is 99.65%, which is quite high, but it i
essential to ensure that this does not come at the cost of fairn
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Lessons learned and what to do @eglus

« Bias is present in human-generated data and is propagated in data pipelines

« Bias comes from human annotators as much as system deS|gn choices
LT -

 Track and profile data bias across the Al pipelines =,
* Select and diversify the sources of the labels (i.e., g _ S8 ¢

human annotators, LLMs) a7
« Bias management instead of bias removal

DOI:10.1145/3611641 Gianluca Dmarl'in'i, Kevin Ruieré, and Stefano Mizzaro
Opinion
Data Bias Management

Envisioning a unique approach
toward bias and fairness research.

HE PRESENCE OF bias in data
has led to a lot of research

To be continued ...

include work looking at how to remove
bias from learned word embeddings.

increase fairne S gT oup s when
doi ng data augmentat on,” feature
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Visiting PhD Students Scheme ; v

centre for
— infgll_'mation
Visit us in Brisbane, Australial 40 resilience
2 or 3 months visits for PhD students to work on a joint paper nthowond 'R

Application deadlines in 2025:
Mareh-22; June 22; September 22

Since 2023, we hosted 10 PhD students based in 7 countries
(CH, NL, DE, NO, BE, CN, IT)



https://cires.org.au/engagement/visitors/
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