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Big	Data	

•  Defined	as	Vs	
– Volume:	Just	about	size,	Giga,	Tera,	Petabytes	
– Variety:	Formats,	text,	databases,	pictures,	excel	
– Velocity:	Speed,	10	000	tweets	per	second,	2	000	
pictures	on	Instagram	per	second	
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Data	is	huge	(Volume)	

•  Facebook	
– processes	750TB/day	of	data	
– adds	7PB	of	photo	storage	/	month	

•  This	requires	computers	(a	lot	of	them)	

•  Not	only	internet	companies!	
– Banks,	package	delivery,	governments,	shops,	etc.	

3	



Data	is	fast	(Velocity)	

•  TwiVer	fire	hose	
–  In	2011,	1	000	Tweets	per	second	(TPS)	
–  In	2014,	20	000	TPS	
– With	peaks:	143K	TPS	

•  Services	on	top	
– DataSiZ:	aggregate,	filter	and	extract	insights	

•  Not	only	internet	companies!	
– Stock	exchange,	sensors	in	water	network,	etc.	
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Scale-up	vs	Scale-out	

•  Scale-up	
–  Increasing	the	power	of	your	computer	(i.e,	disk,	
memory,	processor)	

•  Scale-out	
– Use	many	standard	computers	and	distribute	data	
and	computa-on	over	them	
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Facebook	Data	Center	(Sweden)	
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Data	
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Fundamental	work	

•  Google	File	System,	2003	
– access	to	data	using	large	clusters	of	commodity	
machines	

•  Big	Table,	2003-2006	
– data	storage	system	
– Distributed	map	Key	->	Value	

•  Map/Reduce,	2004	
– Programming	paradigm	over	a	cluster	of	machines	
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Open-Source	analogous	

•  HDFS	(Hadoop	File	System)	
– Distributed	File	System	

•  Apache	Hbase	hVp://hbase.apache.org/	
– Distributed	database	

•  Apache	Hadoop	hVp://hadoop.apache.org/	
– Distributed	computa-on	

C.L.	Philip	Chen,	Chun-Yang	Zhang,	Data-intensive	applica-ons,	challenges,	techniques	and	technologies:	A	
survey	on	Big	Data,	Informa-on	Sciences,	Volume	275,	10	August	2014,	Pages	314-347,	ISSN	0020-0255,	
hVp://dx.doi.org/10.1016/j.ins.2014.01.015.	(hVp://www.sciencedirect.com/science/ar-cle/pii/
S0020025514000346)	
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Hadoop	Distributed	File	System	(HDFS)	

•  Inspired	by	Google	File	System	
•  Scalable,	distributed,	portable	file	system	wriVen	in	
Java	for	Hadoop	framework		

•  Primary	distributed	storage	used	by	Hadoop	
applica-ons		

•  HFDS	can	be	part	of	a	Hadoop	cluster	or	can	be	a	
stand-alone	general	purpose	distributed	file	system		

•  Reliability	and	fault	tolerance	ensured	by	replica-ng	
data	across	mul-ple	hosts	

•  Zookeeper	for	the	distributed	coordina-on	
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MapReduce	(MR)	

•  High-level	programming	model	and	
implementa-on	for	large-scale	parallel	data	
processing	

•  Commodity	hardware	
•  Fault-tolerant		
•  Currently,	the	most	overhyped	system	in	CS		
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MR	Data	Model	

•  Files!	

•  Each	file	a	set	of	(key,value)	pairs		

•  A	map-reduce	program:	
–  Input:	a	set	of	(input	key,	value)	pairs	
– Output:	a	set	of	(output	key,	value)	pairs		

k1	->	v1	
k2	->	v2	
k3	->	v3	
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FirstName	->	John	
LastName	->	Smith	
Role	->	VP	
Steps	->	12k	



Step	1:	the	MAP	Phase	

•  User	provides	the	MAP	func-on:	
–  Input:	one	(input	key,	value)	
– Output:	a	set	of	(intermediate	key,	value)	pairs	

•  System	applies	map	func-on	in	parallel	to	all	
input	pairs	
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Step	2:	REDUCE	phase	

•  User	provides	the	REDUCE	func-on:	
–  Input:	intermediate	key,	and	set	of	values	
– Output:	set	of	output	values	

•  System	groups	all	pairs	with	same	key	and	
passes	values	to	the	REDUCE	func-on	
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MR	Job	

•  There	is	one	master	node	
•  Master	par..ons	input	file	into	M	splits,	by	key	
•  Master	assigns	workers	(=servers)	to	the	M	map	
tasks,	keeps	track	of	their	progress	

•  Workers	write	their	output	to	local	disk	par--on	
into	R	regions	

•  Master	assigns	workers	to	the	R	reduce	tasks	
•  Reduce	workers	read	regions	from	the	map	
workers’	local	disks	
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MR	Job	



Example:	MR	word	length	count		
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Example:	MR	word	length	count		
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Example:	MR	word	length	count		
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MapReduce	(MR)	tools	

•  MR	implementa-on		

•  MR	Query	Language	

•  MR	Query	Engine	
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Pig	La-n	

•  High-level	language	
•  SQL-like	
•  Very	large	datasets,	translated	in	Map	and	
Reduce	Tasks	

O'Reilly®	Programming	Pig,	by	Alan	Gates			 21	



Commercial	products	

•  Hadoop	as	catch-all	big-data	solu-on	
– Small	clusters	(10s	of	machines)		
– Massive	in-house	clusters		
– Public	Cloud		

•  Hortonworks	
– Consultancy	company	for	Apache	Hadoop	

•  Cloudera	
•  HP	Ver-ca	Analy-cs	Plaporm	
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Stream	processing	Big	Data	tools	

•  Batch	vs	Stream	processing	
– Data	is	large	but	always	available	on	disk	
– Data	is	arriving	fast	and	cannot	be	stored	/	needs	to	
be	processed	immediately	

•  Streams	of	data	
–  TwiVer	
–  Internet	of	Things	
–  Smart	Ci-es	
– Nuclear	power	plant	
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Apache	Spark	

•  hVps://spark.apache.org/	databricks.com	

•  General	system	for	large-scale	data	processing	
•  Faster	(in-memory),	interac-ve	
•  Version	1.6	released	in	March	2016	
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Conclusion	

•  If	it	fits	in	memory,	it’s	not	big	data	
•  If	it’s	big	data,	you	cannot	use	Excel/SPSS/R	
•  The	way	to	go	is	scale-out	and	distributed	
computa-on	

•  Map/Reduce	for	batch	processing	
•  Hadoop	or	Spark	as	out-of-the-box	systems	
– Also	with	high-level	query	interfaces	like	Pig/R/
Python	


