
Crowdsourcing	for	En/ty-Centric	
Informa/on	Access	

Gianluca	Demar/ni	
University	of	Sheffield,	UK	
gianlucademar/ni.net	



En/ty-Centric	Informa/on	Access	

2	



3	



•  En/ty-seeking	queries	make	
up	40-50%	of	the	query	
volume	

–  Jeffrey	Pound,	Peter	Mika,	Hugo	Zaragoza:	
Ad-hoc	object	retrieval	in	the	web	of	data.	
WWW	2010:	771-780	

–  Thomas	Lin,	Patrick	Pantel,	Michael	Gamon,	
Anitha	Kannan,	Ariel	Fuxman:	Ac/ve	objects:	
ac/ons	for	en/ty-centric	search.	WWW	
2012:	589-598	

•  Show	a	summary	of	the	
most	likely	informa/on-
needs	
–  Including	related	en//es	for	

naviga/on	
–  Roi	Blanco,	Berkant	Barla	

Cambazoglu,	Peter	Mika,	Nicolas	
Torzec:	En<ty	Recommenda<ons	in	
Web	Search.	ISWC	2013	 4 



Web	of	Data	
•  Freebase	

–  Acquired	by	Google	in	July	2010.	
–  Knowledge	Graph	launched	in	May	2012.	
–  Read-only	in	December	2014	->	WikiData	

•  Schema.org	
–  Driven	by	major	search	engine	companies	
–  Machine-readable	annota/ons	of	Web	pages	

	
•  Linked	Open	Data	

–  31	billion	triples,	Sept	2011	
–  90	billion	triples,	Aug	2015	(stats.lod2.eu)	
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Linked	Open	Data	

Z.	Kaoudi	and	I.	Manolescu,	ICDE	seminar	2013		 6	



Today	I	will	talk	about	

•  Crowdsourcing	
– Amazon	MTurk	as	a	crowdsourcing	plaeorm	

•  En/ty	Linking	on	the	Web	
– With	the	crowd	

•  Finding	the	best	type	for	an	en/ty	appearing	
in	Web	pages	
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Crowdsourcing	

•  Leverage	human	intelligence	at	scale	to	solve	
– Tasks	simple	for	humans,	complex	for	machines	
– With	a	large	number	of	humans	(the	Crowd)	
– Small	problems:	micro-tasks	(Amazon	MTurk)	

•  Examples	
– Wikipedia,	Image	tagging	

•  Incen/ves	
– Financial,	fun,	visibility	

•  See	tutorial	ISWC	2013	
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5-year	Analysis	of	MTurk	workload	

•  Mturk-tracker.com	
– Collects	metadata	about	each	visible	batch	(Title,	
descrip/on,	rewards,	required	qualifica/ons,	HITs	
available,	etc),	that	is,	set	of	similar	tasks	or	HITs	

– Records	batch	progress	(every	~20	minutes)	
– Covers	130M	tasks	

Djellel	Eddine	Difallah,	Michele	Catasta,	Gianluca	Demar/ni,	Panagio/s	G.	Ipeiro/s,	and	
Philippe	Cudré-Mauroux.	The	Dynamics	of	Micro-Task	Crowdsourcing	--	The	Case	of	
Amazon	MTurk.	In:	24th	Interna/onal	Conference	on	World	Wide	Web	(WWW	2015),	
Research	Track.	Firenze,	Italy,	May	2015.		 9	



Country-Specific HITs 

Workers from US, India and Canada are the most sought after. 
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Distribution of Batch Size 
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“Power-law” 



 
Batch Size over time 

Very large 
batches  

start to appear 
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How much are HITs paid? 
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5-cents is the 
new  

1-cent 



Requesters and Reward over time 
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Increasing 
number of New 

and Distinct 
Requesters 



One week of MTurk Requesters 
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Distribution of HIT Types 

Less Content 
Access batches 

 
Content Creation: 

the most popular 
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Is the Market Elastic? 

Intercept = 2.5 
Slope = 0.5% 

 
 

20% of new work 
gets completed 
within an hour 
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Summary 
•  HIT reward has increased over time 
•  Audio transcription: the most popular task 
•  Demand for Indian workers has decreased 
•  Surveys are most popular for US workers 
•  1000 new requesters per month join 
•  10K new HITs arrive and 7.5K HITs get 

completed every hour 

•  Check #mturkdynamics for more findings 
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Crowdsourcing	for	En/ty	Linking	



20	

hip://dbpedia.org/resource/Facebook	

hip://dbpedia.org/resource/Instagram	

kase:Instagram	
owl:sameAs	

Google	

Android	

<p>Facebook	is	not	wai/ng	for	its	ini/al	
public	offering	to	make	its	first	big	
purchase.</p><p>In	its	largest	
acquisi/on	to	date,	the	social	network	
has	purchased	Instagram,	the	popular	
photo-sharing	applica/on,	for	about	$1	
billion	in	cash	and	stock,	the	company	
said	Monday.</p>	

<p><span	about="hip://dbpedia.org/resource/
Facebook"><cite	property=”rdfs:label">Facebook</
cite>	is	not	wai/ng	for	its	ini/al	public	offering	to	
make	its	first	big	purchase.</span></p><p><span	
about="hip://dbpedia.org/resource/Instagram">In	
its	largest	acquisi/on	to	date,	the	social	network	has	
purchased	<cite	property=”rdfs:label">Instagram</
cite>	,	the	popular	photo-sharing	applica/on,	for	
about	$1	billion	in	cash	and	stock,	the	company	said	
Monday.</span></p>	

RDFa	
enrichment	

HTML:	



ZenCrowd	

•  Combine	both	algorithmic	and	manual	linking	
•  Automate	manual	linking	via	crowdsourcing	
•  Dynamically	assess	human	workers	with	a	
probabilis/c	reasoning	framework	

21	
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ZenCrowd	Architecture	

Micro 
Matching 

Tasks

HTML
Pages

HTML+ RDFa
Pages

LOD Open Data Cloud

Crowdsourcing
Platform

ZenCrowd
Entity
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Input Output

Probabilistic 
Network

Decision Engine

M
icr

o-
Ta

sk
 M

an
ag

er

Workers Decisions

Algorithmic
Matchers
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Gianluca	Demar/ni,	Djellel	Eddine	Difallah,	and	Philippe	Cudré-Mauroux.	ZenCrowd:	Leveraging	
ProbabilisIc	Reasoning	and	Crowdsourcing	Techniques	for	Large-Scale	EnIty	Linking.	In:	21st	Interna/onal	
Conference	on	World	Wide	Web	(WWW	2012).	



En/ty	Factor	Graphs	

•  Graph	components	
– Workers,	links,	clicks	
– Prior	probabili/es	
– Link	Factors	
– Constraints	

•  Probabilis/c	
Inference	
– Select	all	links	with	
posterior	prob	>τ	

w1 w2

l1 l2

pw1( ) pw2( )

lf1( ) lf2( )

pl1( ) pl2( )

l3

lf3( )

pl3( )

c11 c22c12c21 c13 c23

u2-3( )sa1-2( )

2	workers,	6	clicks,	3	candidate	links	

Link	priors	

Worker	
priors	

Observed	
variables	

Link	
factors	

SameAs	
constraints	

Dataset	
Unicity	
constraints	
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Experimental	Evalua/on	

•  En/ty	Linking	with	Crowdsourcing	and	
majority	vote	(at	least	2	out	of	5	workers	
select	the	same	URI)	

	
	
	
	
Top-1	precision:	0.70	
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Figure 5: Performance results (Precision, Recall) for
the automatic approach.

the URIs with at least 2 votes are selected as valid links
(we tried various thresholds and manually picked 2 in the
end since it leads to the highest precision scores while keep-
ing good recall values for our experiments). We report on
the performance of this crowdsourcing technique in Table 2.
The values are averaged over all linkable entities for di↵erent
document types and worker communities.

Table 2: Performance results for crowdsourcing with
agreement vote over linkable entities.

US Workers Indian Workers
P R A P R A

GL News 0.79 0.85 0.77 0.60 0.80 0.60
US News 0.52 0.61 0.54 0.50 0.74 0.47
IN News 0.62 0.76 0.65 0.64 0.86 0.63
SW News 0.69 0.82 0.69 0.50 0.69 0.56
All News 0.74 0.82 0.73 0.57 0.78 0.59

The first question we examine is whether there is a di↵er-
ence in reliability between the various populations of work-
ers. In Figure 6 we show the performance for tasks per-
formed by workers located in USA and India (each point
corresponds to the average precision and recall over all en-
tities in one document). On average, we observe that tasks
performed by workers located in the USA lead to higher
precision values. As we can see in Table 2, Indian workers
obtain higher precision and recall on local Indian news as
compared to US workers. The biggest di↵erence in terms of
accuracy between the two communities can be observed on
the global interest news.
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Figure 6: Per document task e↵ectiveness.

A second question we examine is how the textual context
given for an entity influences the worker performance. In
Figure 7, we compare the tasks for which only the entity
label is given to those for which a context consisting of all

the sentences containing the entity are shown to the worker
(snippets). Surprisingly, we could not observe a significant
di↵erence in e↵ectiveness caused by the di↵erent textual con-
texts given to the workers. Thus, we focus on only one type
of context for the remaining experiments (we always give
the snippet context).
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Figure 7: Crowdsourcing results with two di↵erent
textual contexts

Entity Linking with ZenCrowd.

We now focus on the performance of the probabilistic in-
ference network as proposed in this paper. We consider the
method described in Section 4, with an initial training phase
consisting of 5 entities, and a second, continuous training
phase, consisting of 5% of the other entities being o↵ered to
the workers (i.e., the workers are given a task whose solution
is known by the system every 20 tasks on average).
In order to reduce the number of tasks having little influ-

ence in the final results, a simple technique of blacklisting
of bad workers is used. A bad worker (who can be consid-
ered as a spammer) is a worker who randomly and rapidly
clicks on the links, hence generating noise in our system.
In our experiments, we consider that 3 consecutive bad an-
swers in the training phase is enough to identify the worker
as a spammer and to blacklist him/her. We report the aver-
age results of ZenCrowd when exploiting the training phase,
constraints, and blacklisting in Table 3. As we can observe,
precision and accuracy values are higher in all cases when
compared to the agreement vote approach.

Table 3: Performance results for crowdsourcing with
ZenCrowd over linkable entities.

US Workers Indian Workers
P R A P R A

GL News 0.84 0.87 0.90 0.67 0.64 0.78
US News 0.64 0.68 0.78 0.55 0.63 0.71
IN News 0.84 0.82 0.89 0.75 0.77 0.80
SW News 0.72 0.80 0.85 0.61 0.62 0.73
All News 0.80 0.81 0.88 0.64 0.62 0.76

Finally, we compare ZenCrowd to the state of the art
crowdsourcing approach (using the optimal agreement vote)
and our best automatic approach on a per-task basis in Fig-
ure 8. The comparison is given for each document in the
test collection. We observe that in most cases the human
intelligence contribution improves the precision of the auto-
matic approach. We also observe that ZenCrowd dominates
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Experimental	Evalua/on	

•  En/ty	Linking	with	ZenCrowd	
– Training	with	first	5	en//es	+	5%	aserwards	
– 3	consecu/ve	bad	answers	lead	to	blacklis/ng	
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Figure 5: Performance results (Precision, Recall) for
the automatic approach.

the URIs with at least 2 votes are selected as valid links
(we tried various thresholds and manually picked 2 in the
end since it leads to the highest precision scores while keep-
ing good recall values for our experiments). We report on
the performance of this crowdsourcing technique in Table 2.
The values are averaged over all linkable entities for di↵erent
document types and worker communities.

Table 2: Performance results for crowdsourcing with
agreement vote over linkable entities.

US Workers Indian Workers
P R A P R A

GL News 0.79 0.85 0.77 0.60 0.80 0.60
US News 0.52 0.61 0.54 0.50 0.74 0.47
IN News 0.62 0.76 0.65 0.64 0.86 0.63
SW News 0.69 0.82 0.69 0.50 0.69 0.56
All News 0.74 0.82 0.73 0.57 0.78 0.59

The first question we examine is whether there is a di↵er-
ence in reliability between the various populations of work-
ers. In Figure 6 we show the performance for tasks per-
formed by workers located in USA and India (each point
corresponds to the average precision and recall over all en-
tities in one document). On average, we observe that tasks
performed by workers located in the USA lead to higher
precision values. As we can see in Table 2, Indian workers
obtain higher precision and recall on local Indian news as
compared to US workers. The biggest di↵erence in terms of
accuracy between the two communities can be observed on
the global interest news.
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A second question we examine is how the textual context
given for an entity influences the worker performance. In
Figure 7, we compare the tasks for which only the entity
label is given to those for which a context consisting of all

the sentences containing the entity are shown to the worker
(snippets). Surprisingly, we could not observe a significant
di↵erence in e↵ectiveness caused by the di↵erent textual con-
texts given to the workers. Thus, we focus on only one type
of context for the remaining experiments (we always give
the snippet context).
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Figure 7: Crowdsourcing results with two di↵erent
textual contexts

Entity Linking with ZenCrowd.

We now focus on the performance of the probabilistic in-
ference network as proposed in this paper. We consider the
method described in Section 4, with an initial training phase
consisting of 5 entities, and a second, continuous training
phase, consisting of 5% of the other entities being o↵ered to
the workers (i.e., the workers are given a task whose solution
is known by the system every 20 tasks on average).
In order to reduce the number of tasks having little influ-

ence in the final results, a simple technique of blacklisting
of bad workers is used. A bad worker (who can be consid-
ered as a spammer) is a worker who randomly and rapidly
clicks on the links, hence generating noise in our system.
In our experiments, we consider that 3 consecutive bad an-
swers in the training phase is enough to identify the worker
as a spammer and to blacklist him/her. We report the aver-
age results of ZenCrowd when exploiting the training phase,
constraints, and blacklisting in Table 3. As we can observe,
precision and accuracy values are higher in all cases when
compared to the agreement vote approach.

Table 3: Performance results for crowdsourcing with
ZenCrowd over linkable entities.

US Workers Indian Workers
P R A P R A

GL News 0.84 0.87 0.90 0.67 0.64 0.78
US News 0.64 0.68 0.78 0.55 0.63 0.71
IN News 0.84 0.82 0.89 0.75 0.77 0.80
SW News 0.72 0.80 0.85 0.61 0.62 0.73
All News 0.80 0.81 0.88 0.64 0.62 0.76

Finally, we compare ZenCrowd to the state of the art
crowdsourcing approach (using the optimal agreement vote)
and our best automatic approach on a per-task basis in Fig-
ure 8. The comparison is given for each document in the
test collection. We observe that in most cases the human
intelligence contribution improves the precision of the auto-
matic approach. We also observe that ZenCrowd dominates
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Experimental	Evalua/on	

•  Worker	Selec/on	
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Lessons	Learnt	

•  Crowdsourcing	+	Prob	reasoning	works!	
•  But	

– Different	worker	communi/es	perform	differently	
– Many	low	quality	workers	
– Comple/on	/me	may	vary	(based	on	reward)	

•  Need	to	find	the	right	workers	for	your	task	
(see	WWW2013	and	CHI2015	papers)	
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Pick-A-Crowd	

28	Djellel	Eddine	Difallah,	Gianluca	Demar/ni,	and	Philippe	Cudré-Mauroux.	Pick-A-Crowd:	
Tell	Me	What	You	Like,	and	I'll	Tell	You	What	to	Do.	In:	WWW2013	



Ujwal	Gadiraju,	Ricardo	Kawase,	Stefan	Dietze,	and	Gianluca	Demar/ni.	Understanding	
Malicious	Behaviour	in	Crowdsourcing	PlaUorms:	The	Case	of	Online	Surveys.	In:	Proceedings	
of	the	ACM	Special	Interest	Group	on	Computer	Human	Interac/on	(CHI	2015).	

Ineligible 
Workers (IW) 

Fast Deceivers 
(FD) 

Rule Breakers 
(RB) 

Smart 
Deceivers (SD) 

Gold Standard 
Preys (GSP) 

Instruction:  Please attempt this microtask ONLY IF 
you have successfully completed 5 microtasks previously. 
Response:	 	‘this	is	my	first	task’	
	
	eg: Copy-pasting same text in response to multiple 
questions, entering gibberish, etc. 
Response:	 	‘What’s	your	task?’	,	‘adasd’,	‘fgfgf	gsd	ljlkj’	
	
	Instruction:  Identify 5 keywords that represent this 
task (separated by commas). 
Response:	 	‘survey,	tasks,	history’	,	‘previous	task	yellow’	
	
	Instruction:  Identify 5 keywords that represent 
this task (separated by commas). 
Response:	 	‘one,	two,	three,	four,	five’	

These workers abide by the instructions and provide 
valid responses, but stumble at the gold-standard 
questions! 

Behavioral Patterns of Malicious Workers 
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En/ty	Types	



…and	Why	Types?	
•  “Summariza/on”	of	texts		

•  Contextual	en//es	summaries	in	Web-pages	

•  Disambigua/on	of	other	en//es	

•  Diversifica/on	of	search	results	
31	

ArIcle	Title	 EnIIes		 Types	

Bin	Laden	Rela/ve	Pleads	Not	
Guilty	in	Terrorism	Case	

Osama	Bin	Laden		
Abu	Ghaith	

Lewis	Kaplan	
Manhaian	

Al-QaedaPropagandists	
Kuwai/	Al-Qaeda	members	
Judge	
Borough	(New	York	City)	

Sulaiman Abu Ghaith, a son-in-law of Osama bin Laden 
who once served as a spokesman for Al Qaeda

Al-Quaeda 
Propagandist

Kuwaiti Al-Qaeda 
members

Jihadist
Organizations



TRank	Pipeline	

33	

Alberto	Tonon,	Michele	Catasta,	Gianluca	Demar/ni,	Philippe	Cudré-Mauroux,	and	Karl	Aberer.	
TRank:	Ranking	EnIty	Types	Using	the	Web	of	Data.	In:	The	12th	Interna/onal	Seman/c	Web	
Conference	(ISWC	2013).	Sydney,	Australia,	October	2013.	(best	paper	award	nominee)		

Type ranking
Type ranking

Type ranking

Text 
extraction

(BoilerPipe)

Named Entity 
Recognition 

(Stanford NER)

List of 
entity 
labels

Entity linking
(inverted index:

DBpedia labels ⟹ 
resource URIs)

foreach

List of 
entity 
URIs

Type retrieval
(inverted index:

resource URIs ⟹
 type URIs)

List of 
type 
URIs

Type rankingRanked 
list of 
types



Hierarchy-Based	Approaches	
(An	Example)	

•  ANCESTORS	
Score(e,	t)	=	number	of	t’s	
ancestors	in	the	type	
hierarchy	contained	in	Te.	

34	

Thing

Person Organization

Foundation

Humanitarian
Foundation

Actor

Te	osen	doesn’t	
contain	all	super	

types	of	a	
specific	type	



Context-Aware	Ranking	Approaches	
(An	Example)	

•  SAMETYPE	
Score(e,	t,	cT)	=	number	of	
/mes	t	appears	among	
the	types	of	every	other	
en/ty	in	cT.	
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Learning	to	Rank	En/ty	Types	

Determine	an	op/mal	combina/on	of	all	our	
approaches:	
	
•  Decision	trees	
•  Linear	regression	models	
•  10-fold	cross	valida/on	
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Datasets	

•  128	recent	NYTimes	ar/cles	split	to	create:	
–  En<ty	Collec<on	
–  Sentence	Collec<on	
–  Paragraph	Collec<on	
–  3-Paragraphs	Collec<on	

•  Ground-truth	obtained	by	using	crowdsourcing	
–  3	workers	per	en<ty/context	
–  4	levels	of	relevance	for	each	type	
– Overall	cost:	190$	
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Effec/veness	Evalua/on	

38	

Use	TRank:	
Open	Source	(Scala)	

hYps://github.com/MEM0R1ES/TRank	
Web	Service	(JSON)	

hYp://trank.exascale.info	
	



Efficiency	Evalua/on	
•  Tested	efficiency	on	a	CommonCrawl	sample	
of	1TB	
– 1,310,459	HTML	pages,	23GB	compressed	

•  Map/Reduce	on	a	cluster	of	8	machines	with	
12	cores,	32GB	of	RAM	and	3	SATA	disks	

•  On	average,	25	min.	processing	/me									
(100+	docs/node/sec)	

39	

Text	ExtracIon	 NER	 EnIty	Linking	 Type	Retrieval	 Type	Ranking	

18.9%	 35.6%	 29.5%	 9.8%	 6.2%	



Summary	

•  Crowdsourcing	as	manual	data	processing	at	scale	
•  Hybrid	human-machine	systems	can	

–  Scale	over	large	amounts	of	data	
–  Reach	high	accuracy	by	keeping	humans	in	the	loop	

•  En//es	are	the	new	entry	point	to	Web	content	
–  “Things	not	string”	
– Google	Knowledge	Vault	(but	also	Bing,	Yahoo!,	Yandex)	

•  Users	can	benefit	from	en/ty-centric	search,	
browsing,	and	explora/on	of	the	Web	

40	
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