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Tutorial	Schedule	

•  8.30-9.00	Welcome	
•  9.00-10.00	Introduc1on	to	Crowdsourcing		

– Extrinsic	vs	intrinsic	mo1va1on	
–  Incen1ves,	Paid	micro-task	crowdsourcing	
– Lab	vs	crowdsourced	studies,	Ethical	concerns	
– Amazon	Mechanical	Turk	
– Example	applica1ons	



Tutorial	Schedule	(2)	

•  10.00-10.30	and	11.00-11.30	Quality	Control	
–  Introduc1on	to	Quality	Issues	in	Crowdsourcing	
– Aspects	that	Affect	the	Quality	of	Results	
– Understanding	Worker	Malicious	Behavior	
– Typical	Quality	Control	Measures	
– Best	Prac1ces	and	Design	Paferns	

•  11.30-12.30	
– Lifecycle	of	a	crowdsourcing	experiment	
– Human	Computa1on	Research	Opportuni1es	



Overview	
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Crowdsourcing	

•  Portmanteau	of	"crowd"	and	"outsourcing,"	first	
coined	by	Jeff	Howe	in	a	June	2006	Wired	
magazine	ar1cle	

•  [Merriam-Webster]	the	prac1ce	of	obtaining	
needed	services,	ideas,	or	content	by	solici1ng	
contribu1ons	from	a	large	group	of	people	and	
especially	from	the	online	community	rather	than	
from	tradi1onal	employees	or	suppliers	
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Crowdsourcing	
•  "Simply	defined,	crowdsourcing	represents	the	
act	of	a	company	or	ins1tu1on	taking	a	func1on	
once	performed	by	employees	and	outsourcing	it	
to	an	undefined	(and	generally	large)	network	of	
people	in	the	form	of	an	open	call.	This	can	take	
the	form	of	peer-produc1on	(when	the	job	is	
performed	collabora,vely),	but	is	also	oben	
undertaken	by	sole	individuals.	The	crucial	
prerequisite	is	the	use	of	the	open	call	format	
and	the	large	network	of	poten,al	laborers.“	

[Howe,	2006]	
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One	View	of	Crowdsourcing	

From	Quinn	&	Bederson,	“Human	Computa1on:	A	Survey	and	Taxonomy	of	a	
Growing	Field”,	CHI	2011.	 10	



Dimensions	of	human	computa1on	

What	is	outsourced	

•  Tasks	based	on	human	skills	not	
easily	replicable	by	machines	(visual	
recogni1on,	language	
understanding,	knowledge	
acquisi1on,	basic	human	
communica1on	etc)	
	

How	is	the	task	outsourced	
•  Explicit	vs.	implicit	

par1cipa1on	
•  Tasks	broken	down	into	

smaller	units	undertaken	in	
parallel	by	different	people	

•  Coordina1on	required	to	
handle	cases	with	more	
complex	workflows	

•  Par1al	or	independent	
answers	consolidated	and	
aggregated	into	complete	
solu1on	
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See	also	[Quinn	&	Bederson,	2012]	

•  Open	call	
•  Call	may	target	specific	skills	and	

exper1se	
•  Requester	typically	knows	less	about	

the	workers	than	in	other	work	
environments	

Who	is	the	crowd	



Dimensions	of	human	computa1on	(2)	

How	are	the	results	validated	
•  Solu1ons	space	closed	vs.	

open	
•  Performance	

measurements/ground	
truth	

•  Sta1s1cal	techniques	
employed	to	predict	
accurate	solu1ons	

•  May	take	into	account	
confidence	values	of	
algorithmically	generated	
solu1ons	

How	can	the	process	be	
op,mized	

–  Incen1ves	and	mo1vators		
–  Assigning	tasks	to	people	
based	on	their	skills	and	
performance	(as	opposed	
to	random	assignments)	

–  Symbio1c	combina1ons	of	
human-	and	machine-
driven		computa1on,	
including	combina1ons	of	
different	forms	of	
crowdsourcing	
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See	also	[Quinn	&	Bederson,	2012]	



Aligning	incen1ves	is	essen1al	

•  Mo1va1on:	driving	force	
that	makes	humans	achieve	
their	goals	

•  Incen1ves:	‘rewards’	
assigned	by	an	external	
‘judge’	to	a	performer	for	
undertaking	a	specific	task	
–  Common	belief	(among	

economists):	incen1ves	can	
be	translated	into	a	sum	of	
money	for	all	prac1cal	
purposes.	

•  Incen1ves	can	be	related	to	
both	extrinsic	and	intrinsic	
mo1va1ons.	

•  Extrinsic	mo,va,on	if	task	
is	considered	boring,	
dangerous,	useless,	socially	
undesirable,	dislikable	by	
the	performer.	

•  Intrinsic	mo,va,on	is	
driven	by	an	interest	or	
enjoyment	in	the	task	itself.	
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Crowdsourcing	Incen1ves	

•  Paid	Crowdsourcing	
–  Compe,,on	with	others	(bonus	payment	for	best	
performance)	

–  Surveillance	(check	before	paying)	
–  Solidarity	(your	team	will	receive	a	bonus)	
– Accuracy	(bonus	for	correct	answers)	
– Agreement	with	others	(bonus	for	agreeing	with	the	
majority)	

•  Fun	(enjoyment)	
•  Community	(belonging,	desire	to	help)	
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Paid	Crowdsourcing	Ethics	

•  People	work	full-1me	as	crowd	workers	
•  Chinese	crowdsourcing	plauorm	with	6M+	workers	
•  Pros	

–  Help	developing	countries	
–  Provide	cash	fast	to	people	==	short-term	sa1sfac1on	
–  Job	Flexibility	

•  Cons	
–  No	job	security	
–  No	social	security	
–  Long	term	sa1sfac1on?	Career	plans?	
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Academics,	Do	we	need	ethics	
approval?	

•  Are	crowd	workers	human	subjects	we	are	
studying?	

•  Are	crowd	workers	freelancers/subcontractors/
employees	we	hire	to	do	manual	annota1ons?	

•  Sheffield:	University	Research	Ethics	Commifee	
–  Ethics	applica1on	and	approval	

•  Par1cipants,	Payment,	Data	confiden1ality/storage	

–  Informed	consent	



Informed	consent	form	
•  Purpose	of	the	research	
•  Who	will	be	par1cipa1ng?	
•  What	will	you	be	asked	to	do?	
•  What	are	the	poten1al	risks	of	par1cipa1ng?	
•  What	data	will	we	collect?	
•  What	will	we	do	with	the	data?	
•  Will	my	par1cipa1on	be	confiden,al?	
•  What	will	happen	to	the	results	of	the	research	project?	

•  Declara1on	of	accep1ng	the	condi1ons	and	agreeing	to	
par1cipate	



Lab	vs	crowdsourced	studies	

•  Few	subjects	vs	poten1ally	unlimited	crowd	
•  Full	control	vs	logs	
•  Interviews,	qualita1ve	analysis	vs	ques1onnaires	
and	surveys	

•  High	quality,	high	mo1va1on	vs	need	for	quality	
control	

•  Ideally	lab+crowd	for	a	social	science	experiment	
•  Crowd+experts	for	dataset	crea1on	



Ci1zen	Science	
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Ci1zen	Journalism	and	Par1cipatory	
Sensing	
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innocen1ve.com	

•  Tech	Innova1on	
•  via	Crowdsourcing	
•  Compe11ons	
•  Monetary	Incen1ve	
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hfps://www.innocen1ve.com/pavilion/NASA	



Ques1on	Answering	Systems	
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DB	specific	

•  Freebase	/	Wikidata	
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The	Way	Industry	Looks	At	It	
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Taxonomies	
•  Doan,	Halevy,	Ramakrishnan;	(Crowdsourcing)		
CACM	4/11	
–  nature	of	collabora1on	(implicit	vs.	explicit)	
–  architecture	(standalone	vs.	piggybacked)	
– must	recruit	users/workers?		(yes	or	no)	
– What	do	users/workers	do?		

•  Bederson	&	Quinn;	(Human	Computa1on)	CHI	’11	
– Mo1va1on	(Pay,	Altruism,	Enjoyment,	Reputa1on)	
– Quality	Control	(mechanisms)	
– Aggrega1on	(how	are	results	combined?)	
– Human	Skill	(Visual	recogni1on,	language,	…)	
– …	
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Par1cipatory	Culture	-	Explicit	
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Par1cipatory	Culture	–	Implicit	
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John	Murrell:	GM	SV	9/17/09	

…every	1me	we	use	a	Google	app	or	service,	we	are	
working	on	behalf	of	the	search	sovereign,	crea1ng	
more	content	for	it	to	index	and	mone1ze	or	teaching	
it	something	poten1ally	useful	about	our	desires,	
inten1ons	and	behavior.	
	
	



OCR	errors:	reCAPTCHA	
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Games	with	a	Purpose	

•  Tasks	leveraging	common	human	skills,	appealing	
to	large	audiences	
–  Selec1on	of	domain	and	task	more	constrained	in	

games	to	create	typical	UX	
•  Tasks	decomposed	into	smaller	units	of	work	to	
be	solved	independently	

•  Complex	workflows		
–  Crea1ng	a	casual	game	experience	vs.	paferns	in	

microtasks	
–  Single	vs.	mul1-player	
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Gamifica1on	

•  A	human-based	computa1on	technique	in	
which	a	computa1onal	process	performs	its	
func1on	by	outsourcing	certain	steps	to	
humans	in	an	entertaining	way	
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How	to	implement	gamifica1on	

•  Cosme,c:	adding	game-like	visual	elements	or	
copy	(usually	visual	design	or	copy-driven)	

•  Accessory:	wedging	in	easy-to-add-on	game	
elements,	such	as	badges	or	adjacent	products	
(usually	marke1ng-driven)	

•  Integrated:	more	subtle,	deeply	integrated	
elements	like	%	complete	(usually	interac1on-
design	driven)	

•  Basis:	making	the	en1re	offering	a	game	(usually	
product-driven)	

http://uxmag.com/design/a-gamification-framework-for-interaction-designers 31	



Paid	Micro-task	Crowdsourcing	



Example	use	of	micro-task	
crowdsourcing	

•  Relevance	judgments	
•  Ontologies	
•  Sen1ment	Analysis	in	Social	Media	
•  hfp://www.thesheepmarket.com/	



Background 

A Crowdsourcing Platform allows requesters to publish a 
crowdsourcing request (batch)  

composed of multiple tasks (HITs) 
 

Programmatically Invoke the crowd with APIs or using a 
website 

 
Workers in the crowd complete tasks and obtain a 

monetary reward 
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Microtask	Aggregators	
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hfp://www.businesswire.com/news/home/20120207005761/en/CrowdFlower-Reports-
Revenue-300-Year-Year-300	



Samasource.org	
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Case-Study:	Amazon	MTurk	

•  Micro-task	crowdsourcing	marketplace	
•  On-demand,	scalable,	real-1me	workforce	
•  Online	since	2005	(s1ll	in	“beta”)	
•  Currently	the	most	popular	plauorm	
•  Developer’s	API	as	well	as	GUI	
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Amazon	MTurk	
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Amazon	MTurk	

•  Requesters	create	tasks	(HITs)	
•  The	plauorm	takes	a	fee	(30%	of	the	reward)	
•  Workers	preview,	accept,	submit	HITs	
•  Requesters	approve,	download	results	

•  If	the	results	are	approved,	workers	are	paid	
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MTurk is a Marketplace for HITs 
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Demographics	of	MTurk	workers	
in	2009	

Demographics�of�MTurk workers
http://bit.ly/mturk�demographicshttp://bit.ly/mturk demographics

Country of residenceCountry�of�residence
• United�States:�46.80%
• India:�34.00%
• Miscellaneous:�19.20%

Country	of	residence	
•  United	States:	46.80%	
•  India:	34.00%	
•  Miscellaneous:	19.20%	

2013	Sta1s1cs:	
1M	workers	
10%	ac1ve	
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Demographics	of	MTurk	workers	
in	2009	

Demographics�of�MTurk workers
http://bit.ly/mturk�demographics
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Demographics	of	MTurk	workers	
in	2009	

Demographics�of�MTurk workers
http://bit.ly/mturk�demographicshttp://bit.ly/mturk demographics

43	hfp://www.mturk-tracker.com/	



mturk-tracker.com 



mturk-tracker.com 

 
●  Collects metadata about each visible batch (Title, description, 

rewards, required qualifications, HITs available etc) 
 
●  Records batch progress (every ~20 minutes) 

 
We note that the tracker reports data periodically only and does not 

reflect fine-grained information (e.g., real-time variations) 
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Top requesters last month  



SLAs are expensive 
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Country-Specific HITs 

Workers from US, India and Canada are the most sought after. 
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Distribution of Batch Size 
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“Power-law” 



 
Evolution of Batch Sizes 

Very large batches  
start to appear 
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HIT Pricing 
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5-cents is the new  
1-cent 



Requesters and Reward 
Evolution 
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Increasing number of New 
and Distinct Requesters 



Classify	HITs	into	types	(Gadiraju	et.	al	2014)	
-  Informa1on	Finding	(IF)	

-  Verifica1on	and	Valida1on	(VV	)	
-  Interpreta1on	and	Analysis	(IA)	

-  Content	Crea1on	(CC)	
-  Surveys	(SU)	

-  Content	Access	(CA)	
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HIT Classes 



We trained a Support Vector Machine (SVM) model 
-  HIT title, description, keywords, reward, date, allocated 

time, and batch size 
-  Created labeled data on Mturk for 5,000 HITs uniformly 

sampled HITs 
-  Our HIT used 3 repetitions  

-  Consensus reached for 89% of the tasks 
-  10-fold cross validation 

-  Precision of 0.895 
-  Recall of 0.899 
-  F-Measure of 0.895 

-  Then, a large-scale classification for all 2.5M HITs 

Supervised Classification 
With the Crowd 
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Distribution of HIT Types 

Less Content Access batches 
 

Content Creation being the most 
popular 
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Batch Throughput Prediction 

T
*me	

delta	

-  Predict batch throughput at time T by training a Random 
Forest Regression model with samples taken in [T-delta, 
T) time span 

-  29 Features (including the Type of the Batch) 
-  Hourly Data in range [June-October] 2014 
-  We sampled 50 times points for evaluation purposes 

 
 
 
 

 
We are interested in cases where prediction works 

reasonably 
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Predicted vs. Actual Batch 
Throughput (delta=4 hours) 

 
Prediction Works best for larger batches having 

large momentum 
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Significant Features 
-  What features contribute best when the 

prediction works reasonably 
-  We proceed by feature ablation 

-  Re-run prediction by removing 1 feature at a 
time. 

-  1000 samples 
HITs_Available (Number of tasks in the batch) 
Age_Minutes (how long ago the batch was created) 
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Supply Elasticity 

How does the market reacts when new 
tasks arrive on the platform? 
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Supply Elasticity 

Intercept = 2.5 
Slope = 0.5% 

 
 

20% of new work gets 
completed within an 

hour 

60 



Summary 
•  HIT reward has increased over time 
•  Audio transcription is the most popular task 
•  Demand for Indian workers has decreased 
•  Surveys are most popular for US workers 
•  1000 new requesters per month join 
•  10K new HITs arrive and 7.5K HITs get 

completed every hour 

•  Check #mturkdynamics for the main 
findings 



Crowdsourcing	for	Informa1on	
Retrieval	Evalua1on	

•  Easy,	cheap	and	fast	labeling	
•  Ready-to	use	infrastructure	–	MTurk	
payments,	workforce,	interface	widgets	–	
CrowdFlower	quality	control	mechanisms,	etc.	

•  Allows	early,	itera1ve,	frequent	experiments	–	
Itera1vely	prototype	and	test	new	ideas	–	Try	
new	tasks,	test	when	you	want	&	as	you	go	

•  Proven	in	major	IR	shared	task	evalua1ons	
– CLEF	image,	TREC,	INEX,	WWW/Yahoo	SemSearch	
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Gamifica1on	of	IR	Evalua1on	

•  GeAnn:	hfp://www.geann.org/	

•  Relevance	judgments	with	Gamifica1on:	
– Text	relevance	
–  Image	relevance	
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Quality	through	Flow	and	Immersion:	Gamifying	Crowdsourced	Relevance	
Assessments.	Eickhoff,	C.,	C.	G.	Harris,	A.	P.	de	Vries,	and	P.	Srinivasan.	SIGIR	2012.	

Gianluca	Demar1ni	



Crowdsourcing	Ontology	Mapping	

•  Find	a	set	of	mappings	between	two	
ontologies	

•  Micro-tasks:	
– Verify/iden1fy	a	mapping	rela1onships:	

•  Is	concept	A	the	same	as	concept	B	
•  A	is	a	kind	of	B	
•  B	is	a	kind	of	A	
•  No	rela1on	

Cris1na	Sarasua,	Elena	Simperl,	and	Natalya	F.	Noy.	CROWDMAP:	Crowdsourcing	Ontology	
Alignment	with	Microtasks.	In:	Interna1onal	Seman1c	Web	Conference	2012,	Boston,	MA,	USA.		



Crowdsourcing	Ontology	Mapping	

•  Crowd-based	outperforms	purely	automa1c	
approaches	



Crowdsourcing	Ontology	Engineering	

•  Ask	the	crowd	to	create/verify	subClassOf	
rela1ons	
– “Car”	is	a	“vehicle”	

•  Does	it	work	for	domain	specific	ontologies?	
– A	“protandrous	hermaphrodi1c	organism”	is	a	
“sequen1al	hermaphrodi1c	organism”	

•  Workers	perform	worse	than	experts	
•  Workers	presented	with	concept	defini1ons	
perform	as	good	as	experts	

Jonathan	Mortensen,	Mark	A.	Musen,	Natasha	F.	Noy:	Crowdsourcing	the	Verifica1on	of	
Rela1onships	in	Biomedical	Ontologies.	AMIA	2013	



CrowdDB	
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Use	the	crowd	to	answer	
DB-hard	queries	
	
Where	to	use	the	crowd:	
•  Find	missing	data	
•  Make	subjec,ve	

comparisons	
•  Recognize	paPerns	

But	not:	
•  Anything	the	computer	

already	does	well		
Disk 2

Disk 1

Parser

Optimizer 

St
at

ist
ics

CrowdSQL Results

Executor 

Files Access Methods

UI Template Manager

Form 
Editor

UI 
Creation

HIT Manager

M
et

aD
at

a

Turker Relationship 
Manager

M.	Franklin,	D.	Kossmann,	T.	Kraska,	S.	Ramesh	and	R.	Xin	.	
	CrowdDB:	Answering	Queries	with	Crowdsourcing,	SIGMOD	2011		



And	more…	

•  NLP	/	En1ty	Recogni1on	and	Linking	
•  Search	(Slow	Search,	CrowdQ)	
•  Machine	Learning	(training	data)	

Gianluca	Demar1ni	et	al.	ZenCrowd:	Leveraging	Probabilis1c	Reasoning	and	Crowdsourcing	
Techniques	for	Large-Scale	En1ty	Linking.	In:	WWW	2012	

Gianluca	Demar1ni	et	al.	CrowdQ:	Crowdsourced	Query	Understanding.	In:	6th	Biennial	
Conference	on	Innova1ve	Data	Systems	Research	(CIDR	2013)	

Oluwaseyi	Feyisetan,	et	al.	Towards	Hybrid	NER:	A	Study	of	Content	and	Crowdsourcing-Related	
Performance	Factors.	ESWC	2015	

Jaime	Teevan	et	al.	Slow	search.	Commun.	ACM	57(8):	36-38	(2014)	

Barzan	Mozafari	et	al.	Scaling	Up	Crowd-Sourcing	to	Very	Large	Datasets:	A	Case	for	Ac1ve	
Learning.	PVLDB	8(2):	125-136	(2014)	



Microtask	vs	Macrotask	

Jus1n	Cheng,	Jaime	Teevan,	Shamsi	T.	Iqbal,	Michael	S.	Bernstein.	Break	It	Down:	A	Comparison	
of	Macro-	and	Microtasks.	In	:	CHI	2015,	Seoul,	South	Korea,	2015.	 69	



Microtask	vs	Macrotask	

•  Longer	to	perform	a	task	using	microtasks	
than	macro-	tasks.		

•  Micro-task:	higher	quality	work,	easier	to	
complete,	robust	to	interrup1on	

•  Task	decomposi1on	may	be	difficult	
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Summary	

•  Crowdsourcing	is	growing	in	popularity	
•  It	is	used	both	in	industry	and	academia	
•  For	a	number	of	applica1ons	across	disciplines	

•  Next:	
– How	to	make	sure	we	get	quality	results	back	from	a	
crowdsourcing	plauorms?	

– How	can	social	media	benefit	crowdsourcing	and	how	
crowdsourcing	can	help	social	media	research?	


